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Jarmo Mölsä Mitigating DoS Attacks against the DNS with Dynamic
TTL Values 118

Emmanuel Guiton A Distributed Defence Mechanism against
Low-Bandwidth TCP SYN Flooding Attacks 125





PREFACE

It is my pleasure to welcome the participants of NordSec 2004 to Espoo.
This is the ninth Nordsec conference and the second time it is arranged
here. November is the darkest time of year and we all appreciate the light
this conference brings to us.

Over the years there has been some variations in the focus of these con-
ferences. We have defined this conference’s focus as an easily accessible
middle level scientific conference, targeted to post-graduate students. We
have tried to create a simple, well organized conference, targeted to meet
the needs of post-graduates and academics. Keeping the conference on
budget does not imply any skimping on the academic quality of the papers
or the review and publication process.

We are very happy with the content provided to the conference by the
participants. There were 49 papers submitted out of which 19 papers were
selected which means 39reviewed blindly by at least two members of the
program committee. I like to thank the committee members and other
reviewers for their work. The scientific community needs people who not
only write but read and review, too.

Security is a very large discipline, to which almost any subject can be
included into. In this conference we are studying solutions to one specific
area. We try to improve security of information systems or improve security
using information technology. We should keep in mind that outside this
area are many other methods with which we together form the big picture.
But as information technology becomes more important in the world, so
does our work. Our area increases but in the same time it diffuses with
other disciplines. As information technology becomes more common and
the level of connectivity in our world expands, the need for security grows
also. We can see this from different indicators, weather we are looking at
national policies, RFC requirements or readers letters to newspapers, the
need for security is there.

Now, let’s start the conference. The authors and participants create a
conference. We thank all the authors for the papers in this volume and the
participants for their active participation.

Teemupekka Virtanen
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Dynamics of Reputation
Daniel Cvrček

University of Cambridge
Computer Laboratory

15 JJ Thomson Avenue, CB3 0FD Cambridge, UK
Email: Daniel.Cvrcek@cl.cam.ac.uk

Abstract— To enforce security without user enrollment, trust
(or reputation) systems were proposed to use experience as
crucial information to support cooperation as well as for security
enforcement mechanisms. However, use of trust introduces very
difficult problems that still discourage from exploitation of trust
for security mechanisms. The ability to change trust quickly and
react effectively to changes in environment and user behaviour
is profound for usability of mechanisms built on top of trust.
Dempster-Shafer theory was proposed as a suitable theoretical
model for trust computation. Here, we define general require-
ments for reputation dynamics and demonstrate that Dempster-
Shafer theory properties are not as good as is widely thought.
On the contrary, simple formulae work.

Index Terms— Reputation, trust, security, Dempster-Shafer
theory, Dirac impulse, Sybil attack, combining evidence.

I. INTRODUCTION

Many large-scale systems span a number of administrative
domains. They imply economic and technology reasons ham-
pering system-wide user enrollment and also prevent effective
global infrastructure for flexible centralised administration to
be established. Current security mechanisms, based on identity,
cannot be used in such systems yet cooperation between
diverse, autonomous entities is needed. The identity of entities
may be unknown in such systems because pseudonymity,
or even anonymity, is becoming a fundamental property of
information systems [1], [2], [3]. The only information that can
be used for any security decision is (partial) information about
an principal’s previous behaviour. Such systems are called
trust-based systems [4], [5], [6], [7] or reputation systems to
characterise their nature.

Each user may deploy tens or hundreds of pseudonyms
and each pseudonym may be connected to transactions spread
across the system. These facts imply the possibility of exis-
tence of a number of distinct trust values which are valid for
one physical identity. We cannot, and do not even want to,
prevent this due to preserving certain level of privacy. On the
other side, we need to capture a user’s behaviour as accurately
as possible. Each system incorporating reputation/trust is based
on two paradigms.

• local trustworthiness evaluation allows any entity (prin-
cipal) to make use of behavioural evidence and determine
the trustworthiness of other entities,

The work is funded by the SECURE project (IST-2001-32486), a part of
the EU FET Global Computing initiative.

• distribution of trust makes it possible to inform other
entities about these local results of trust evaluations.

There are systems not supporting mechanisms for trust
propagation. Such systems cause high independence of trust-
worthiness of a digital identity in different parts of the system.
It is a challenging task to find the limits of such systems
with respect to privacy properties that may allow the existence
of many digital identities of a principal. However, it seems
obvious that such systems will be much more vulnerable
to distributed attacks [8] as the ability to spread knowledge
about malicious identities or ongoing attacks is limited. When
we enhance trust-based model with indirect evidence (i.e.
evidence observed by someone else) we may get a system with
some small subspaces (trust domains) of partially mutually
dependent trust values.

The next section briefly summarises some of the secu-
rity requirements that make reputation systems distinct from
identity-based systems. Section III describes the Dempster-
Shafer theory of observation. Section IV contains experimental
results gained with the use of Dempster combination rule and
the arithmetic mean. The results are compared with stated
security requirements.

II. BACKGROUND

This paper focuses on the local use of trust computations.
We believe that one of the most important properties of trust is
its dynamics. A theoretical system model should allow rather
precise parametrisation of trust value behaviour.

Any computation is based on a set of observations. The size
of the set varies with time, not only during the initial phase of
system deployment. It is significant that the number of relevant
observations, implemented systems can store, is usually not
defined with respect to security requirements but rather with
feasibility requirements in mind. This fact is definitely not
good for security but capabilities, such as memory size or
computational power, are decisive.

In this context, there is another contradiction regarding the
importance of old and new observations. While new observa-
tions are most important for immediate reaction on security
threats imposed by a particular entity, old observations are
significant for long-time cooperation. There may be frequent
situations when a principal behaves correctly for a long time
period but could then be attacked by a Trojan-Horse that

NORDSEC 2004 1



dramatically changes his behaviour for a short time. Long-
term experience may allow faster renewal of the original
trustworthiness after the attack is over.

The value of old observations is also important for the
economics of security [1]. Emphasis on old observations may
prevent easy, fast, and therefore cheap Sybil attacks. It means
that there will be quite often a case when old observations are
more important than newer ones. From an attacker’s viewpoint,
the long-term record is expensive to create, especially when
trust transitivity (recommendations from other potentially cor-
rupted principals) is weakened.

The last important requirement for trust computations is dif-
ferent sensitivity to positive and negative changes in behaviour.
It is important for a model to allow radical negative changes of
trust value in response to serious negative observations. Anal-
ysis of this requirement indicates that it is closely related to
the difference between old and recent observations discussed
above. This observation about long-term and short-term trust
is akin to human perceptions of trust.

Summarising these requirements on trust dynamics:
1) the reaction to most recent evidence should be indepen-

dent of the total amount of evidence:
• there should be independence between security re-

quirements and the computational potential of par-
ticular devices;

• speed and degree of reaction should be specified
independently on the number of observations, since
this cannot often be estimated in advance.

2) the value of trust is proportional to the content (size) of
the evidence set:

• emphasis is given to the stability of the trust value,
i.e. short excesses are not so important;

• an alternative meaning of trust values can be derived
from the economic cost of evidence set creation.

3) the actual trust value is kept in a range which allows
maximum sensitivity to changes:

• it is very hard to express the weight of a trust value
that has not changed for a long time, regardless of
observations being gathered.

4) positive/negative changes of trust are not symmetric:
• negative changes – it may be necessary to react

quickly in case of attacks;
• positive changes – long-term positive observations

should be retained.
You can see that e.g. items 1) and 2) are contradicting each

other. It is therefore not clear, whether we can find a single
function that would satisfy both these requirements or whether
two functions must be used and their results combined. We
propose to use the latter approach based on Dirac impulses
and control theory.

A. Trust and Access Rights

Eventually, trust and risk become inputs for access control.
A sufficient trustworthiness is what allows a principal to access
data or use functionality of a system. Trust consists of two

parts: an information (or certainty) value and a confidence
value (proper trust). The information value expresses the
amount of evidence/observations that were gathered and used
for the trust value computation.

When you run an information system you distinguish be-
tween insiders and outsiders. An insider is a user that you
personally know; you know his identity. He may be your
employee so there is a contract that obliges you to pay
him a salary and he (the principal) must abide your rules
as stated in his contract. The principal is assigned a user
account and a group that is associated with privileges in the
information system. Recommendation systems or trust-based
systems may enhance your ability to control access of insiders
as well as for outsiders. You can punish the employee and
you can revoke access rights from outsiders. The strength of
reputation systems is that it is not necessary to enroll users
into information system. It may lead to higher privacy but it
also implies risks of forged identities.

With a reputation system you can either set parameters for
trust evaluation in advance or you can let the system to evolve
and adapt to changes. The latter requires some measurement
mechanisms – risk analysis. The idea is to perform risk analy-
sis (measuring security of system) continuously. However, you
do not repeat the same computations all over again but contexts
specifying subsets of evidence used for runs of risk analysis
are changing. However, the amount of possible contexts may
be so huge that it is impossible to evaluate risk for all of them.
The system then may randomly select new ones and if there
is a distributed system in place, interesting contexts (security
threats) can be spread throughout the system1.

B. Trust and Reputation

Many papers confuse the notions of trust and reputation.
The use of the words seems to distinguish two groups of
people working towards the same target – trust-driven security
mechanisms. The first group comes from the area of ubiquitous
computing and distributed system architecture for global com-
puting is their concern. Here, the reasoning about trust is rather
abstract [4], [5], [6], [7]. The second group is more application
oriented, concerned with peer-to-peer systems. They tend to
see trust as a new, interesting idea on how to enrich security
mechanisms. The terminology is different for basically the
same concept; while the former use trust-based system to
describe the architecture, the latter define reputation systems
to design mechanisms.

We believe that trust is a relation one-to-many while reputa-
tion expresses view of many parties on one user/agent. Trust
is my subjective view of my communication partner while
reputation is aggregated trust of many users. However, this
distinction is not important for local processing that is targeted
by this paper so we may use the notions interchangeably.

1The idea comes from immunology, when antibodies are created randomly,
antibodies reacting to ”self cells” are filtered out and the rest is set off into
blood. When a reaction is encountered, antibodies of a given type are being
produced in large amount to expunge ”non-self cell”.
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III. A THEORY FOR TRUST COMPUTATION

Dempster-Shafer theory is perhaps the one most preferred
for trust computation in ubiquitous and global computing. [9]
presents an intuitive way of behaviour modelling by exploiting
the theory of observation. A similar model is also used in the
work of Jøsang et al [10], [11], [12].

We now give only a brief overview of basic terms. The
more detailed description can be found in [9]. The authors
start with a set H = {h1, ..., hn} of mutually exclusive and
exhaustive hypotheses. They also assume a finite set O of
observations and there must be a hypothesis hi such that its
encoding (probability) µhi

(ob) > 0 for each ob ∈ O. There is
also defined an evidence space over H and O to be a tuple
(H,O, µh1

, ..., µhn
).

What we need is to obtain a normalised value of observation
encoding. This can be perceived as a level of the evidence
contribution to a hypothesis. The authors use a simple method
to compute it.

ω(ob, h) =
µh(ob)

∑

h′∈H
µh′(ob)

(1)

The function ω(ob, h) expresses probability of a hypothesis
h to happen as a consequence of an observation ob. The
evidence is viewed as a function mapping a prior probability
(before new evidence is encountered) of the hypothesis to a
posterior probability. That is,

µi+1(h) = µi(h) ⊕ ω(ob, h) (2)

where the operator ⊕ combines two probability distributions
on H. The operator is defined by the following equation, where
H is a subset of hypotheses from H we are interested in.

(µ1 ⊕ µ2)(H) =

∑

h∈H µ1(h)µ2(h)
∑

h∈H
µ1(h)µ2(h)

(3)

Let us assume that the subset H ⊆ H contains all the
hypotheses expressing positive behaviour, i.e. that a given user
will behave the way that is desirable. The value obtained from
(3) is then called trust.

A. Computation of Trust

We saw how a hypothesis probability evolves by adding
normalised encodings of new observations in the previous sec-
tion. However, all observations had the same weight regardless
of their context – time, or any other information that may
influence their value.

Zhong and Bhargava described two basic ways of computing
trust in [13]. They introduced new mapping functions for
posterior probabilities. Four particular function instances were
defined and tested on several different types of users.

Trust update and trust analysis functions were defined.
A trust update algorithm maintains current trust state and
combines it with a new observation:

TS1 = f1(ob1), TSi+1 = fi(TSi, obi+1), (4)

A trust analysis function, on the other hand, stores a
sequence of observations and uses them to compute new trust
values. The practical implementation uses a sliding window
(of size n in eqs. (5), (6) ) to determine which observations
should be used in computations.

TS1,n = fi(ob1, .., obk), 1 ≤ k ≤ n − 1 (5)

TSk,n = fn(obk−n+1, ..., obk), k ≥ n (6)

where TSk,n represents the trust state evaluated from the
interaction sequence of length n starting from obk (the latest
observation).

The important issue is that both approaches conform to the
combination rule (3) as defined above. It is realised by fi

being substituted by (3). The only difference is the number of
summands in (3).

IV. PRACTICAL TESTS

We have used simple scenarios for practical tests. As the
first set of evidence we collected a set of e-mail messages with
their SpamAssassin scoring. The second set contained a subset
of emails with explicit user marking on whether the message
is a spam or not (this set was much smaller – it contained
under a dozen of events compared with several hundred email
messages). Trust values are to express the probability of
senders to be spammers or proper users. All experiments were
performed on a basic set of over 500 messages from about 230
domains.

A. Dempster Combination Rule

We chose two subsets of messages received from particular
domains and applied the Dempster combination rule on them.
The result were discouraging as even simple tests demon-
strated some negative properties.

During the setup, one has to define evidence encoding
functions. We have used simple linear function inside of total
trust/distrust boundaries (Vtrust, Vdistrust).

ω =







0.01, if score < Vtrust;
0.99, if score > Vdistrust;
0.98 Vdistrust−score

Vdistrust−Vtrust

+ 0.01 otherwise.

The domain of score is a superset of all values s ∈
{Vdistrust, Vtrust}.

The graphs on fig. 1 demonstrate the results of trust com-
putations for two e-mail domains with highest number of
messages: fit.vutbr.cz (university) and yahoo.com. Parameters
Vtrust and Vdistrust are set manually to test thresholds where
trustworthiness will change. Particular values are in the leg-
ends inside the graphs.

Authentic messages from yahoo.com are completed with a
set of non-spam messages (from index 43) to test the time
necessary for the change of trust values when a sudden change
in behaviour occurs. Evidence encoding of the observations is
created according to the rules above.

NORDSEC 2004 3



0

0.2

0.4

0.6

0.8

1

10 20 30 40 50 60 70 80

’-10 – 4’

’-11 – 4’

’-12 – 4’

’-13 – 4’

a) domain yahoo.com

0

0.2

0.4

0.6

0.8

1

10 20 30 40 50 60 70 80

’0 – 7’

’0 – 8’

’0 – 5’

’0 – 6’

b) domain fit.vutbr.cz

Fig. 1. Dynamics of trust with Dempster combination rule

ev. encoding – ω no of evidence
0.51 115
0.52 58
0.53 39
0,55 23
0.60 12

TABLE I
SPEED OF SATURATION ON 99 % TRUSTWORTHINESS

Even so, we can find two unpleasant properties. Trust
values usually (unless Vtrust, Vdistrust are carefully set for
a particular evidence set) saturate at zero or hundred-percent
trustworthiness. This situation is more thoroughly analysed in
table I showing number of observations with a given encoding
needed to saturate trust. Clearly, the Dempster combination
rule works reasonably well in situations with a small amount
of evidence and when two-value logic is of interest (e.g. when
one needs to say whether a suspect is guilty or not). Neither of
these assumptions is true in access control systems. We hope
to have a large amount of evidence and we need a trust value
allowing for fine-tuning of access control policies.

Concerning the reaction to a set of spam messages, fig. 2
demonstrates that the reaction is strongly dependent on the
total amount of evidence. In fact, the delay between the attack
detection (change in evidence encoding) and corresponding
change of trust value can easily reach the time or number
of observations related to the particular user/agent before the
attack (the attack started with message indexed 51).

B. Improving Demspter Combination Rule

This property, saturation, is inherent to Dempster combina-
tion rule. We tried to solve this problem using an accumulator
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Fig. 2. Attack reaction delay with Dempster-rule

for a surplus trust. We were motivated by an analogy with the
human perception of trust. Imagine you have known someone
for quite some time. Unfortunately it happens that he makes a
mistake that costs him some trust. However, this lost is usually
short-term and after some time your long-term (accumulated)
trust outweighs.

This effect may be modelled by setting a maximum and/or
minimum level of trust Tmax, Tmin. We then create an ac-
cumulator Taccum of trust representing the effect of evidence
that would cause trust to rise/drop below the stated boundaries.

Using (3) we obtain the following equation when one out
of two hypothesis is being selected – h1 expresses trust and
h2 distrust.

(µi−1 ⊕ µi)(h1) = µi−1(h1)µi(h1)
µi−1(h1)µi(h1)+µi−1(h2)µi(h2)

= (7)

=
∏

k=1..i
ωi(h1)

∏

k=1..i
ωi(h1)+

∏

k=1..i
ωi(h2)

(8)

The limiting condition (for high boundary) is

(µ1 ⊕ µ2)(h1) = Tmax =

µ1(h1)µ2(h1)
Taccum

µ1(h1)µ2(h1)
Taccum

+ µ1(h2)µ2(h2)
(9)

and

Taccum =
(1 − Tmax)µ1(h1)µ2(h1)

Tmax + µ1(h2)µ2(h2)
(10)

The accumulator is empty when Taccum ≤ 1. We have
also defined the speed at which the accumulated trust can be
released when the trust value changes rapidly. The accumulator
has a positive influence on trust dynamics, giving instant
response to attacks and controlled stability for long-term
values (see fig. 3). Unfortunately, the saturation is a profound
property of Dempster-Shafer theory which was created to give
definitive answer yes or no (good or bad).
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Fig. 3. Possible setting of reaction

C. Arithmetic Mean

The requirements described in section 2 led to the design of
a second set of tests. Here, we returned to the simplest possible
functions2. Beside this, we applied and tested dynamic update

2Although we used arithmetic mean as the simplest possible function, we
have found that the consensus operator for dogmatic beliefs is computed in a
very similar way, as described in [10].
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of most of system parameters. The goal of this section is
to demonstrate improvement in trust dynamics (stability and
reaction to attacks) as a couple of refinements is applied.

The experiment settings that have to be made manually are
very simple. We must state:

1) intervals within which the encoding function is mono-
tonous – SpamAssassin scoring is monotonous on the
whole domain of input values thus only one interval is
identified;

2) whether the encoding function is decreasing or increas-
ing function for all identified intervals;

3) and define evidence sources – we have two sources here
– explicit marking spam/non-spam and SpamAssassin
scoring.

a) Evidence Normalising: The following figure (fig. 4)
shows three examples of encodings according to how the
evidence is being normalised. When there is no explicit spam
marking we obtain an evidence encoding with a very low
average value in virtue of a much longer numerical interval
representing non-spam messages. The dotted line demonstrates
the influence of explicit marking (spam/non-spam). In this
case, we got a better mid-value (0.5) but there is still a clearly
visible impact of one, single, very low value of evidence on
the whole aggregate.

The final experiment was to increase the sensitivity of
the trust value in intervals with more evidence pieces. We
have created five bands on each side from uncertainty (the
gap between the lowest score of the marked spam and the
highest score of marked non-spam). The boundaries of the
bands were dynamically adjusted to contain approximately the
same number of messages. Linear functions were used within
the bands. This led to improved sensitivity of trust value as
demonstrated by its increase towards 0.7, where 1 is absolute
trust.
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Fig. 4. Evolution with dynamic adjustment

While fig. 4 depicts evolution of trust in time, the graphs
from fig. 5 show final reputation over email domains in the
last experiment. All domains are at graph a) and domains with
at least four messages are at graph b). (The arithmetic means
for the graphs are 0.68 and 0.61 with variances 0.03 and 0.02
respectively.)
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Fig. 5. Final trustworthiness

Initial trust value was set to 0.5 and we can see that most
of the domains – their trustworthiness – lies between 0.5 and
0.8. Probably more interesting is the right graph where only
one domain (yahoo.com) is significantly below neutral trust
value.

The last graphs (fig. 6) demonstrate evolution of trust for
the two domains with the largest number of messages. The
beginning of the graph (value 0.5) is before receiving the first
message. You can see that the trust value is very stable and
does not significantly changes with new pieces of evidence.
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Fig. 6. Evolution with dynamic adjustment

We believe these results to prove trust computations to
be versatile. Let us assume an example of an access con-
trol policy when a rule for granting access is defined as
follows: aggregated trust computed over all granted accesses
(messages are not marked as spam) is higher than 0.45 and
trustworthiness of a particular domain must be above 0.4. To
implement this policy, the system just uses the whole evidence
set (without that pieces marked as spam) and all the evidence
for a particular domain, and calls twice the same algorithm.
The decision system is then implemented upon a simple table.

b) Sensitivity to attacks: When using the arithmetic mean
the sensitivity to changes in evidence encoding decreases with
the amount of evidence. The good news is that the sensitivity
is easy to compute. We can define Tsens = 1

#evidence
. This

parameter can be used to normalise the impact of new evidence
regardless of the number of observations in the evidence set
used for trust computation. We may want any new evidence
to have the same impact on the resulting trust value – we
therefore set Timpact. The weight of this evidence should be:

weight =
Timpact

Tsens

= Timpact ∗ #evidence (11)

This is simple but does not allow the latest evidence to
impact the trust value for more than one trust computation.

After experimenting with several approaches we recalled
the Dirac impulse and its use for measuring system reactions
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Fig. 7. System response on Dirac impuls

[14]. We found this to be a suitable solution for objective
parametrisation of system reaction to attacks. We modelled the
reaction as simple as possible, i.e. with linear function, see
fig. 7. Three basic parameters represent maximum response
(rm), level of sensitivity (∆r) necessary for invocation of this
correction mechanism, and duration of response (tres). One
can define two different responses for positive and negative
changes with different parameters in the most complicated
scenarios.

If there are several deviations in a row, we merely sum
system responses and ensure the result fits between 0 and 1.
Figures 8 and 9 demonstrate the dynamics of trust values with
only negative system responses. Fig. 10 contains real data with
several injected attacks represented by messages with indexes
around 250.
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Fig. 8. Domain fit.vutbr.cz as is
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Fig. 9. Domain yahoo.com as is

The figures 8, 9, and 10 depict trust dynamics for the
fit.vutbr.cz and yahoo.com domains. Parameters for the system
response have been set as follows: tres = 2, ∆r = 0.2, and
rmax = 0.8. Time is represented in number of messages rather

than as real time and tres is set low to demonstrate the ability
to efficiently affect a trust value as a result of possible attacks.
You can see that the trust value is now again nicely sensitive
to short-time significant changes in behaviour while the long-
trust value remains stable.

The ∆r value is set explicitly. Real system could adjust ∆r

automatically according to results of risk analysis.
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Fig. 10. Domain fit.vutbr.cz with short attack

V. CONCLUSIONS

We have shown how the Dempster Combination rule can be
used in reputation systems. However, the experimental results
point out that trust values very quickly saturate and it is
impossible to use them for parameterised access control or any
other security decision system. These results lead to a more
precise definition of several basic requirements that should be
fulfilled by relevant formulae.

Another important problem addressed is the possibility of
getting useful results with very simple computations – repre-
sented here as arithmetic mean. We demonstrated suitability of
this approach. The results are in conformance with the recent
work of Audun Jøsang – the consensus operator, as defined,
is just the weighted arithmetic mean.

However, special treatment of security issues is required. A
possible solution was identified in combination with a separate
definition of system response (normalised with Dirac impulse)
for large deviations of behaviour. The resulting reputation is
stable in time as well as sensitive to sudden attacks.

Dynamic recomputation of evidence encoding requires more
computational resources but it ensures reasonable response in
the face of large changes in the evidence domain when this is
not known in advance.

Although we can easily find more functions or parameters
that could be tested, we conclude that simple arithmetic
functions ensure good functional behaviour when used in
trust/reputation systems.
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Abstract— In this paper we present an overview of an access
control system based on tokens and delegable hash chains.
This system takes advantage of hash chains in a similar way
as the micropayment systems. On the other hand it uses an
authorization infrastructure which allows to delegate authority
and permissions by means of authorization certificates and
delegation. The system is named CADAT (Chained and Delegable
Authorization Tokens). We also describe one of the applications
of CADAT, which is used as a token based access control for a
secure mobile agent platform.

Index Terms— Access Control, Authorization, Delegation, Hash
Chains.

I. INTRODUCTION

The access control and protection of computerized system is
an active field of research, development and application. Lately
there have been proposals for models, techniques and novel
systems about access control in distributed systems. Normally
they tend to look for the design of more flexible, scalable, and
user-friendly systems while keeping a high degree of security.

Delegation, for example, introduces a lot of flexibility
to a system, where the permission can be transfered or
delegated between the users of the systems. Some of the
first systems introducing delegation of authorization and the
required infrastructure where KeyNote [1] and SPKI/SDSI
(Simple Public Key Infrastructure/Simple Distributed Secure
Infrastructure)[2]. Some authors refer to these systems as
trust-management.

Another interesting field in access control is the use of
access tokens. In these systems a user receives a token or
ticket, which allows her to access a given resource or service.
Token-based access control has been successfully used in
several scenarios. For instance, Kerberos [3] is a popular
system which makes use of access tickets.

An application, somehow similar to access tokens, are the
micropayments. A micropayment system allows the payment
of small amounts of money. Although micropayment systems
have been around for a considerable time and have received
some critics, they are still an interesting research field [4].
As a proof of concept, just consider companies that have
appeared lately offering micropayment based systems, such as
Peppercoin (http://www.peppercoin.com) or Bitpass
(http://www.bitpass.com). One of the most interesting
issues of the micropayment systems has been the introduction
of hash chains to represent the transactions [5], [6], [7]. The
use of hash chains allows to make the issuing of micropayment
more flexible, since it substitutes computationally expensive

cryptographic operations by simpler operations (hash func-
tions).

There have been recently some propositions to use autho-
rization infrastructures to implement micropayment systems.
One of these proposals [8], introduces a model for using
delegation in micropayment systems.

In this paper we present a token-based access control
system. This system presents some advantages from micro-
payment systems and the delegation of authorizations. Our
proposed system is called CADAT (Chained and Delegable
Authorization Tokens). In CADAT the authorization tokens
are constructed from a hash chain, which makes it faster and
efficient to issue and verify tokens. Furthermore, we introduce
the possibility to delegate token chains between users of the
system in several ways, which adds flexibility to the system.
CADAT is implemented by using SPKI/SDSI (Simple Public
Key Infrastructure / Simple Distributed Secure Infrastructure),
which provides the main framework to express authorizations
and delegations. We also describe the application of CADAT
as a token-based access control system in an specific scenario,
a secure mobile agent application.

In Section II we introduce the main bases of the CADAT
system. Section III introduces the SPKI/SDSI framework in
relation to CADAT. In Section IV we show how to encode
the hash chain based permissions into SPKI/SDSI certificates,
providing the necessary modifications to SPKI/SDSI. Next, we
show the main functionality of CADAT through an example
in Section V. And in Section VI we discuss the application
of CADAT in mobile agent systems. Finally, Section VII
summarizes our conclusions and further work.

II. HASH CHAINS AND DELEGATION

In this section we show how we can use delegation and
hash chains together. It is based on the model and notation of
[8]. We have simplified the model a little bit to make it more
readable. The main idea is to consider the elements of a hash
chain as permissions or authorizations.

We adopt the following notation and definitions:
² KA: public key of the user A.
² sKA: private key of the user A.
² {m}sKA

: digital signature of message m, signed by user
A with the private key sKA.

² (|KB , p|)KA
a direct delegation, where the user A, del-

egates permissions p to the user B. This relation can be
established by means of an authorization certificate. At
the moment we denote such a certificate as {|KB , p|}sKA

.
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² h(m): one-way cryptographic hash function applied to
m.

² [hn(m), hn¡1(m), . . . , h1(m), h0(m)]: hash chain con-
structed from the initial message m (the seed of the hash
chain). Normally, m may include information such as
some random value (or nonce) to ensure its uniqueness.

² P: set of all the permissions managed by the system.
There is an partial ordering in the set (¹) determined by
the inclusion of one permission into another. For instance,
x ¹ y, intuitively means that if a user holds permission
y she also holds permission x. There is a least upper
bound defined by the intersection (∧) of permissions, and
a greatest lower bound defined by the union of (∨). The
order relation and the set of permissions form a lattice.

² PH: subset of permissions (PH ⊆ P), where each
permissions is expressed as an element of a hash chain.
The order relation between elements of PH is defined as:
given x, y ∈ PH, x ¹ y in relation to principal P , if and
only if P , knowing y, can easily determine some x and
i, such that hi(x) = y[8]. It means that principal P can
find x and i without having to invert the hash function.

Following with these notation we can express the reduction
rules of SPKI/SDSI [2], given the set of permissions PH, in
the following way:

(|KB , x|)KA
; y ¹ x

(|KB , y|)KA

(1)

(|KC , x|)KB
; (|KB , y|)KA

(|KC , x ∧ y|)KA

(2)

The use of hash chain elements as permissions has several
advantages, such as the possibility to issue specific permissions
without having to issue any kind of certificate. We can also
delegate (or transfer) parts of the hash chain to other principals.

To show the use of hash chains with delegation, we consider
the following example. There are three users Alice, Bob and
Carol, with their own public keys KA, KB , KC . We assume
that Alice is some authorization authority. Alice generates
the following hash chain from the initial seed m: [h5(m),
h4(m), h3(m),h2(m),h1(m)], where each element of the
chain corresponds to an specific permission.

Alice can issue the following certificate:

{|KB , h5(m)|}sKA
(3)

With this certificate, Alice delegates h5(m) to Bob, who
now, holds the permission h5(m). If Alice wants to delegate
permission h4(m) to Bob, there is no need for Alice to issue
another certificate. Alice just has to make public the value
h4(m). Once it is public, Bob becomes automatically the
holder of the permission h4(m). Bob is in the position of
demonstrating that he holds such a permission because of
certificate (3). In a same way, Alice can make public the
successive permission, for instance, h3(m).

In a more general formulation, if Bob has a certificate,
which directly grants him the permission hi(m), and Alice
makes public the value hj(m), where i > j, Bob becomes the
holder of permissions hi(m), . . . , hj(m). Given the reduction

rule (1), we have that (|KB , hi(m)|)sKA
, and hj(m) ¹ hi(m),

so (|KB , hj(m)|)sKA
.

Another important issue is the introduction of delegation.
Bob could delegate part of the permissions to another prin-
cipal. Following with the example, Bob is in possession of
h5(m), h4(m) and h3(m). He can delegate the last permission
to Carol by issuing the following certificate:

{|KC , h3(m)|}sKB
(4)

Bob delegates h3(m) to Carol. If Alice makes public the
value h2(m), Carol can demonstrate that she is in possession
of such permission, because of the certificates (3) and (4). It is
important to note that in no case, Carol can demonstrate she
holds permissions h5(m) and h4(m). She can only receive
permission of the chain which have and index lower or equal
to h3(m).

We have seen how hash chains have important advantages
when combining them with authorization or trust management
systems. In the following section we show how this model can
be implemented by using SPKI/SDSI. In [9], the authors show
how to implement a similar system in KeyNote.

III. SPKI/SDSI AUTHORIZATION CERTIFICATES

SPKI/SDSI (Simple Public Key Infrastructure/Simple Dis-
tributed Secure Infrastructure), is a certificate-based autho-
rization infrastructure, which can express authorizations and
its delegation by means of authorization certificates. It also
provides a distributed name system based on local names, by
means of name certificates.

In SPKI/SDSI each principal has a pair of cryptographic
keys, and its represented by its public key. In other words, we
can say that in SPKI/SDSI each principal is its public key,
and it is represented by the key or a hash of the key. An au-
thorization certificate binds a public key with an authorization
or permission. This way we can avoid the indirection present
in traditional PKIs, where there is a binding between a public
key and a global identifier (or distinguished name) and another
one between the identifier and the authorization (permission
or attribute). We can denote an authorization certificate as:

(I, S, tag, p, V ) (5)

Where:

² I: issuer. The principal granting the authorization.
² S: subject. The principal receiving the authorization.
² tag: authorization tag. The specific authorization being

granted by the certificate.
² p: delegation bit. If it is active, the subject of the

certificate can further delegate the authorization (or a
subset) to another principal.

² V : validity specification. It includes the validity time
range (not-after and not-before) of the certificate and
other possible conditions (currently online tests for re-
vocation, revalidation and one-time revalidation).

² Comment: although we do not show it in the notation,
the certificates include a field of arbitrary information.
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As one can see, the authorization certificates of SPKI/SDSI
allows us to easily express the authorization certificates com-
mented in Section II. For instance, certificate {|KB , p|}sKA

can be expressed in SPKI/SDSI, for a given validity time V

as: (KA,KB , p, 1, V ). Note that the delegation bit is active,
so KB can further delegate the authorization, KA could avoid
this by setting the delegation bit to 0 if needed.

IV. HASH CHAINS AS SPKI/SDSI AUTHORIZATIONS

As we have seen permissions are expressed in SPKI/SDSI as
the element tag. The format used by SPKI/SDSI to represent
all the information is S-expression. In order to make it easy
to process the authorizations, we include the index of the
hash chain component , and an identifier of the chain in the
authorization tag. This way a permission p ∈ PH will have
the following format:

p = (cid, i, hi(m)) (6)

Where i is the index of the element in the chain and cid

is the identifier of the whole hash chain. All the elements of
the same hash chain have the same cid, which is a random
bit string big enough to ensure its uniqueness. The seed, m

includes additional information such as the public key of the
principal that generated the chain, etc. The hash on m also
includes i and cid in each step, making it more difficult to
forge it. We do not get into details on how is the concrete
information in m and how is the hash exactly computed, to
keep the notation more readable, and because it may depend
in the specific application of the permission. The reader may
refer to [5], [6], [7] for specific ways to build such a hash
chain.

SPKI/SDSI provides a certificate chain discovery algorithm
to find authorization proofs in delegation networks [10]. This
algorithm is based on basic intersection operations to provide
certificate reduction rules. In [2] the intersection of the tag
element is determined by the operation AIntersect.

In order to represent the authorization (6) in a SPKI/SDSI
tag, we consider two alternatives. These alternatives are based
on the need of verifying the hash of the permission in the
tag intersection operation. When we have to intersect two
permissions with the hash elements hi(m) and hj(m), if i ≥ j

the resulting tag will be the hi(m). The intersection operation
can also verify that (hj)x(m) = hi(m) for some x. This
verification allows to immediately dismiss forged or erroneous
permissions. If the verification is not carried by the intersection
operation, it is important to note that the verification has to be
done afterwards to validate an authorization proof.

A. Tag intersection without hash verification
In this case we can encode the permissions by using

existing SPKI/SDSI structures. For example, a straightforward
representation of the a permission like (6) in SPKI/SDSI S-
expression format can be:

(tag
(h-chain-id |123456789|)
(h-chain-index (* range numeric ge 7)))
(h-val (hash

md5 |899b786bf7dfad58aa3844f2489aa5bf|))

Where h-chain-id is the identifier of the hash chain,
h-chain-index is the index of the element in the hash chain
and h-val is the value of the hash itself. The most important
element is the index, which is expressed as a numeric range
that will intersect with a range greater or equal to 7 in this
case.

The only problem of the previous example is that if we
include the value h7(m) in the tag, the intersection operation
will not properly work. What we do is to introduce a little
modification. The value h-val has to be treated in a different
way. Thus, we put the h-val as the comment of the certificate.
The certificate may look something like this:
(cert
(issuer

(hash
md5 |1ac461a2e12a77ad54c67128b5060f28|))

(subject
(hash
md5 |b0a746de2d5f6038e49a87c9c826bf4e|))

(tag
(h-chain-id |123456789|)
(h-chain-index (* range numeric ge 7)))

(comment
(h-val

(hash
md5 |899b786bf7dfad58aa3844f2489aa5bf|)))

(not-after "2004-01-01_00:00:00")
(not-before "2005-01-01_00:00:00")

)

This allows us to use the SPKI/SDSI decision engine di-
rectly, without any lose of information. The main disadvantage
of this approach is that in order to verify an authorization
proof, the verifier needs to do an additional operation: verify
the integrity of the hash chain (or subchain).

B. Tag intersection with hash verification

In this case, it is necessary to redefine the tag intersection
operation for authorizations corresponding to elements of a
hash chain. To do this we introduce a new kind of tag, the
<tag-hash-auth>. The BNF definition of this new tag,
according to the SPKI/SDSI tag definition [11] is given in
Figure 1.

<tag>:: <tag-star> | "(" "tag" <tag-expr> ")";
<tag-star>:: "(" "tag" "(*)" ")" ;
<tag-expr>:: <simple-tag> | <tag-set> |

<tag-string> | <tag-hash-auth>;
<tag-hash-auth>:: "(" "hash-auth" <chain-id>

<chain-index> <hash>")";
<chain-index>:: "(" "chain-index" <decimal> ")";
<chain-id>:: "(" "chain-id" <byte-string> ")";

Fig. 1. Definitionn of <tag-hash-auth>.

We also introduce a new intersection operation: HCAInter-
sect (Hash Chained Authorization Intersection). The intersec-
tion of two tags representing permissions of PH will result
in the tag with the greatest hash chain index, if the hash chain
identifier is the same and we can verify the hash values. For
example, given the following tags:
(tag
(hash-auth

(hchain-id |lksjfSDFIsdfkj0sndKIShfoMSKJSD|)
(hchain-index 14)
(hash md5 |899b786bf7dfad58aa3844f2489aa5bf|)))
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(tag
(hash-auth
(hchain-id |lksjfSDFIsdfkj0sndKIShfoMSKJSD|)
(hchain-index 15)
(hash md5 |d52885e0c4bc097f6ba3b4622e147c30|)))

Its intersection (HCAIntersect) will be equal to the second
tag, because the identifier is equal and the index of the second
tag is greater that the first one. And we can verify the hash
value of the tag. Note that the MD5 of the first value is equal
to the second one.

We show the algorithm used by HCAIntersect with hash
verification (HCAIntersect full algorithm).

Algorithm 1: HCAIntersect full algorithm
input : p = (idp, i, h

i(m)p), q = (idq, j, h
j(m)q), such

that p, q ∈ PH

output: r such that r = HCAIntersect(p, q)

begin
if idp 6= idq then r ← NULL ;
if i ≥ j then

if verifyHashSubChain(p,q) then r ← p ;
else r ← NULL ;

end
else

if verifyHashSubChain(q,p) then r ← q ;
else r ← NULL ;

end
end

Algorithm 2: verifyHashSubChain function
input : p = (idp, i, h

i(mp)), q = (idq, j, h
j(mq)),

where i ≥ j

output: res = true if hi(m) and hj(m) belong to the
same hash chain, res = false otherwise

begin
res← false ;
aux← hj(mp) ;
for x ∈ [(j − 1)..i] do

if aux = hi(mq) then res← true;
aux← h(aux) ;

end
end

The implementation of the hash chain elements as autho-
rizations and the HCAIntersect algorithms, has been done in
Java using the JSDSI [12] library. JSDSI is an open source
implementation of SPKI/SDSI in Java, which has lately been
under active development. The implementation of the new
tag and the algorithm just represented a few modifications
of JSDSI.

V. APPLICATION TO ACCESS TOKENS: CADAT

The main motivation for the design of CADAT is its
application as a token based access control system. In this
section we show the basic functionality of CADAT through
an example. We consider an scenario where news agencies
allow access to the news databases to their clients. The access

is controlled by tokens, that is, each time a user accesses (or
reads) a new he needs to issue a token (depending on the case
a given new may require several tokens).

For example the headquarters for the news agency Acme-
News wants to issue 9 access tokens (note that normally
token chains will be much larger) to the user Alice, so she
can access all the agencies worldwide (AcmeNews-SudAfrica,
AcmeNews-India, . . . ). To do that, AcmeNews issues a con-
tract to Alice authorizing her to use 10 access tokens acme
(the first token is not used as an access token) for a given
validity specification V0. This contract is represented as an
SPKI/SDSI authorization certificate.

(AcmeNews,Alice, authstar, p = true, V0) (7)

Where authstar corresponds to: (acmeID, 10, ∗). This is a
<tag-hash-auth>, with the hash value equal to “*”. It
stands for an especial tag symbol used in SPKI/SDSI, which
intersects with any kind of character string.

We denote this first certificate as
chain-contract-cert or chain contract certificate,
because it establishes a contract which allows Alice to
demonstrate that she has been authorized by AcmeNews to
use 9 tokens acmeID.

Now, Alice can generate the hash chain with 10 elements:

[(acmeID, 1, h1(m)), (acmeID, 2, h2(m)), . . . ,
(acmeID, 10, h10(m))]

(8)

The initial message or seed m will normally include informa-
tion from the certificate (7), or specific information shared by
AcmeNews and Alice.

Suppose that Alice goes to the AcmeNews-Antartida agency
to look for news regarding the habits of the Aptenodytes
forsteri1. To do that, Alice, establishes and initial contract
with AcmeNews-Antartida with the following authorization
certificate:

(Alice,AcmeNews−Antartida, auth10, p = true, V1) (9)

Where auth10 = (acmeID, 10, h10(m)). This certificate is
denoted as a token-contract-cert or token contract certificate.
It allows Alice to establish against AcmeNews-Antartida that
she is in the position of spending 10 tokens acme. The agency
AcmeNews-Antartida can verify such a claim by means of
the certificates (7) and (9) by using the SPKI/SDSI decision
engine.

Once, the token-contract-cert has been issued, Alice can
begin to spend tokens to access the resources of AcmeNews-
Antartida. For example, Alice can send the value auth9 =
(acmeID, 9, h9(m)) and auth8 = (acmeID, 8, h8(m)).
AcmeNews-Antartida can verify that h(h9(m)) = h10(m) and
that h(h8(m)) = h9(m), and together with the certificates (7)
and (9) can allow the requested access to Alice. By making the
elements of the chain public, Alice has implicitly delegated the
tokens to AcmeNews-Antartida based on the initial contract
token-contract-cert (9).

1Also known as emperor penguin.
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A. Delegation of token-contract-cert

Imagine now, that AcmeNews-Antartida decides to trans-
fer the initial contract with Alice, token-contract-cert (9)
to AcmeNews-Zoology because Alice needs to access some
records of the zoology department. To do that AcmeNews-
Antartida, issues a new token-contract-cert to AcmeNews-
Zoology with the last token that it has received from Alice:

(AcmeNews−Antardtida,AcmeNewsZoology, auth8,

p = true, V2)
(10)

AcmeNews-Zoology can verify together with the token-
contract-cert (9) and the chain-contract-cert (7), that Alice
is properly authorized to spend 7 tokens acme. Now Alice
issues the next token auth7, which is accepted by AcmeNews-
Zoology, who can make all the pertinent verifications.

By means of the token-contract-cert (10), AcmeNews-
Antartida has been able to delegate part of its initial contract
with Alice to AcmeNews-Zoology. Normally this delegation
can be transparent to Alice, allowing AcmeNews to easily
subcontract services.

Figure 2 shows both token-contract-certs issued, and the
tokens delivered by Alice.

token-contract-cert(9)

token-contract-cert(10)

auth_9

auth_8

auth_7

Alice

AcmeNewsAntartida

AcmeNews
Zoology

Fig. 2. token-contract-cert delegation example.

B. Delegation of chain-contract-cert

There is another contract delegation possible, the delegation
of the chain-contract-cert by Alice. Imagine that Alice decides
to transfer (delegate) the rest of the tokens to her colleague
Bob, so he can use them. To do that, she just has to delegate
the chain-contract-cert (7) that she received directly from
AcmeNews by issuing the following certificate:

(Alice,Bob, auth7, p = true, V3) (11)

It authorizes Bob to spend the remaining 6 tokens from the
chain. It is important to note that Alice has to let Bob know
somehow the hash chain (8) or the initial seed m. This value
could, for example, be encrypted in the comment field of the
certificate.

Now Bob can issue the value auth6. This token will be
accepted by AcmeNews-Zoology, who can verify that Bob is
authorized to issue it due to the chain-contract-cert (7) and
(11). Figure 3 shows the chain-contract-cert and the tokens
issued by Alice and Bob.

chain-contract-cert(11)

auth_7

Alice

AcmeNews
Zoology

Bob

auth_6

Fig. 3. chain-contract-cert delegation example.

C. Comments on delegation

In the previous section we have introduced both the chain-
contract-cert and the token-contract-cert. Although both cer-
tificates look very similar, their differentiation is a key concept
determined by the use of the contract. Summarizing:

² chain-contract-cert: allows to delegate the hash chain o
a subchain to a principal. The principal receiving the
contract will be the one using the tokens to access or
use a given service. An special case is the first certificate,
which establishes the trust that the authority (AcmeNews)
places in a given principal (Alice).

² token-contract-cert: this certificate also allows to delegate
the hash chain or a subchain, to a principal. But in
this case, the principal receiving the contract is the con-
sumer of the tokens. This situation is specially interesting
because allows the outsourcing of services from one
organization to another in a transparent way.

Note that each contract certificate has an specific validity
specification, which allows for a fine-grained control of the
delegations.

As we have seen, the ability of delegating the permissions
as hash chains (or subchains) in two different ways introduces
one of the key issues of CADAT. As another way to view the
two types of delegation supported by the system, we can say
that there is a client-side delegation (chain-contract-cert) and
a server-side delegation (token-contract-cert).

Although we have used SPKI/SDSI as the underlying in-
frastructure, a similar approach could be used with other trust
management technologies such as KeyNote. And in general,
in other infrastructures supporting delegation, for instance the
last X.509 specification describes extensions to support the
delegation of attributes.

There may be the possibility of double spending. That is, a
user that uses a token more than once. In order to avoid it, we
consider that the principal making the original contract keeps
track of the tokens used by all its contractors. In the above
example, AcmeNews is the authority granting the tokens to
Alice, we can say that AcmeNews is the authority for acme
tokens. In order to accept tokens AcmeNews-Antartida and
AcmeNews-Zoology, check the corresponding contract certifi-
cates. They will only accept acme tokens if the authorization
root for those tokens is AcmeNews. The system should provide
the ability for AcmeNews to keep track of spent tokens, for
example, by means of online notifications.
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VI. APPLICATION OF CADAT

CADAT attempts to be a generic system, which can be
applied in several scenarios. Given its nature, it can be
easily used as a micropayment system, introducing the ability
to delegate payment tokens. In [8], the authors describe a
micropayment system implemented in KeyNote that makes use
of what we call delegation of token-contract-cert, but does not
uses the chain-contract-cert delegation. CADAT can be seen
as an extension of this system.

But the CADAT system can also be used as a generic token
based system. One of the current implementations of CADAT
is as a token-based access control in a secure mobile agent
platform. Access control in mobile agent systems involves
lots of security problems. One of them is the fact that if
mobile agents are able to perform digital signatures, either
their private key is visible to the underlying platform, or the
agent has to use a third party cryptographic proxy.

There are some alternatives as [13], which allows to delegate
authorizations to a hash of the agent’s code, but presents some
constraints in the system. We have implemented CADAT on
top of a secure mobile agent system, which at the same time
makes use of the JADE (Java Agent Development Framework)
framework[14], which supports the main FIPA (Foundation
for Intelligent Agents)[15] specifications. JADE is a popular
open source generic agent platform developed in Java, which
lacks support for mobility and security. The implementation is
done within the MARISM-A project, which attempts to bring
mobility and several security solutions to the JADE platform.
The mobility implemented in top of JADE is described in [16],
and some existing security solutions in [17]. In the context of
MARISM-A, CADAT provides a token based authorization
mechanism specially interesting for mobile agents.

Figure 4 outlines the scheme used in the mobile agent
application. A user Alice establishes a chain-contract-cert
with a token authority, which will allow her to generate the
specified number of tokens for her mobile agents. In order to
access a resource in a given agent platform, Alice establishes a
token-contract-cert with the platform. Tokens are made public
by Alice when one of its agents has to access the platform
resource. The platform verifies all the contracts and the tokens
published by Alice to allow the agent to access the requested
service or resource.

Alice

Alice’s mobile
agent

Agent Platform 1
token-contract-cert

token
Authority

initial
chain-contrac-cert

publish
access tokens
for her agents

verify contract,
and accept tokens
for M, if all verifications
are successful

Fig. 4. CADAT in mobile agent applications.

In this case, the initial seed of the hash chain includes a
hash of the agent code, which is used by the agent platform
to authenticate the mobile agent. When the agent accesses the
platform’s resources, it does not have to perform any kind
of cryptographic operation. The agent itself, does not need to
carry any kind of sensitive information such as cryptographic
keys or even the access tokens.

CADAT provides an extension of more general authoriza-
tion frameworks such as [13] for mobile agent applications. It
is specially suited for open environments, where authorizations
are granted by a previous agreement with some application
authority. It avoids common problems such as the maintenance
of complex policies and certificate based infrastructures. The
use of delegation also provides a lot of flexibility. An agent
platform can outsource services or resources from other plat-
forms by delegating the token-contract-cert, and the user can
transfer part of the tokens to other users by delegating the
chain-contract-cert.

VII. CONCLUSIONS AND FURTHER WORK

In this paper we have presented the ideas behind the CADAT
system. We have described its main base and it use and
general functionality. The main idea behind CADAT is the
use of elements of a hash chain as authorization tokens, the
possibility to delegate those tokens in different ways.

One of the applications of CADAT is its use as a token
based access control system in a secure mobile agent platform.
Mobile agents do not need to carry any kind of sensible
information as cryptographic keys. Furthermore the agents do
not even have to perform costly cryptographic operations. The
delegation introduced in CADAT allows a user to delegate ac-
cess tokens to other users, and platform agencies (or servers in
general) to outsource services and resources to other platforms
(or server) in a way that is transparent to the user.

We are currently working on the improvement of the
prototype implementation of CADAT in the mobile agent
application. In relation to SPKI/SDSI, we have not discussed
the implications of the use of threshold certificates and name
certificates, which could add extra value to the system. We are
also considering other possible implementations of CADAT
such as a generic micropayment system for web services.
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Abstract— Failure of IT systems often causes a major loss of 

service. Thus their dependability has become an important issue. 
Recent facets of the dependability of IT systems, such as 
reliability, availability, safety, security, confidentiality, integrity, 
and maintainability do not address the needs of IT systems 
because they do not include the notion of a degraded service as 
an explicit requirement. The concept termed survivability is a 
precise notion of the forms of services that are acceptable in a 
system, the circumstances under which each form is most useful, 
and the fraction of time that is acceptable in degraded services. 
In this paper survivability is discussed as a necessary new facet of 
dependability. The contribution of this paper is to give system 
architects the latest knowledge on survivability in order to help 
them develop survivable IT systems. Definitions of dependability 
and survivability are presented and discussed. In addition, the 
key properties and survivability requirements, and the role of 
fault tolerance in survivable systems are discussed. Furthermore, 
survivability implementation techniques and examples of 
survivability architectures are introduced and discussed. Finally, 
software architecture design and analyzing methods and 
frameworks relevant to survivability are discussed. 
 

Index Terms—Dependability, reliability, security, survivability 
 

I. INTRODUCTION 
ODERN society faces a substantial, and generally 
acknowledged, risk of IT systems failure or compromise 

with potentially serious consequences. Sectors such as energy, 
financial services, telecommunications, healthcare, and 
defense are potential application areas of such systems [4], 
[5], [6], [8], [12]. Despite the best efforts of security 
professionals, no amount of system hardening can assure that 
a system that is connected to an unbounded network, such as 
the Internet, will not be vulnerable to attack. From point of 
view of a system architect’s practical work, it is important to 
know what survivability really means and how it can be 
applied to IT systems. Survivability, and the survivability 
requirements, of an IT system must be taken into account at 
the system architecture design phase. 
 Survivability in IT systems is a relatively new research 
area. The precise definition of survivability is still being 
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debated, with a number of definitions proposed. Most 
commonly, survivability is defined as “the ability of a system 
to fulfill its mission, in a timely manner, in the presence of 
attacks, failures or accident” [8], [9], [10], [11], [18], [19]. 
The term system is used in the broadest possible sense, 
including networks and large-scale systems of systems. The 
term mission refers to a set of abstract requirements or goals.  

Survivability is a necessary new branch of dependability 
[1], [2], [3], [5], [8], [9], [10], [11], [18]. It addresses explicit 
requirements for restricted modes of operation that preserve 
critical essential services in adverse operational environments. 
A survivable system is one that satisfies its survivability 
specification of essential services and adverse environments. 
Essential services are defined as the functions of the system 
that must be maintained when the environment is hostile or 
failures or accidents are detected that threaten the system. The 
discipline of survivability can help ensure that IT systems can 
deliver essential services and maintain such essential 
properties as performance, security, reliability, availability and 
modifiability despite the presence of intrusions. Unlike the 
traditional security measures that require central control or 
administration, survivability is intended to address unbounded 
network environments.  

Survivability requirements can vary substantially, 
depending on the scope of the system, the criticality and the 
consequences of failure and interruption of service. The 
definition and analysis of survivability requirements is a 
critical first step in achieving system survivability [8]. 
Survivability must address not only software function 
requirements but also requirements for software usage, 
development, operation and evolution. 

Survivability architectures offer an approach to tolerating 
faults in which the continued service element of fault 
tolerance differs from normal service. By introducing this type 
of fault tolerance, progress can be made towards meeting the 
survivability goals of IT systems.  

The rest of the paper is organized as follows: definitions of 
dependability and survivability are presented and discussed in 
Section II,. In Section III key properties and survivability 
requirements, and the role of fault tolerance in survivable 
systems are discussed. Techniques for implementing 
survivability are discussed in Section IV and examples of 
survivability architectures are introduced. Software 
architecture design and analyzing methods and frameworks 
that take survivability into account are introduced in Section 
V, and, Section VI contains the concluding remarks. 
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II. DEFINITIONS RELATED TO SURVIVABILITY 
A definition of dependability and different definitions of 

survivability based on recent research work are discussed in 
this section; unofficial and common definitions of 
survivability are also introduced and discussed.  

A. Definition of Dependability 
Dependability is the system property that integrates such 

attributes as reliability, availability, safety, confidentiality, 
integrity, maintainability and survivability [32]. The 
dependability of a computing system is its ability to deliver a 
service that can justifiably be trusted. The service delivered by 
a system is the behavior of a system as it is perceived by its 
user(s). A user is another system, physical or human, that 
interacts with the former at the service interface. The function 
of a system is what the system is intended to do, and is 
described by the functional specification. The correct service 
is delivered when the service implements the system function. 

B. Definitions of Survivability 
Software quality is depicted in IEEE 1061 [30] and 

represents the degree to which the software possesses a 
desired combination of quality attributes. Another standard, 
ISO/IEC 9126-1 [31], defines the software quality model for 
external and internal quality. Based on this model, there are 
six categories of characteristics - functionality, reliability, 
usability, efficiency, maintainability and portability - which 
are further divided into sub-characteristics. Either of these 
standards does not define survivability. 

A preliminary scoping of the general survivability problem 
was suggested by a 1993 report, “Survivable Computer-
Communication Systems: The Problem and Working Group 
Recommendations” [25], written for the U.S. Army Research 
Laboratory (ARL). The report outlines a comprehensive 
multifunctional set of realistic computer-communication 
survivability requirements and makes related 
recommendations applicable to U.S. Army and defense 
systems [22].  

The precise definition of survivability is still being debated, 
with a number of definitions proposed as described in Table I. 
The definitions in the table are listed in chronological order, 
based on the year the definition was published. Also the 

respective references are also denoted in the table. Based on 
Table I, survivability in respect of IT systems is a relatively 
new research area and the content of the definition of 
survivability depends on the domain. 

In the context of software engineering, Deutsch [2] has 
offered the first definition shown in the table. This definition 
is not sufficient for all needs [18]. If it were applied to IT 
systems in this form, the user of the system could not be sure 
which functions had been selected as “essential functions” nor 
under what circumstances (i.e., after what damage) these 
functions would be provided.  

The Institute for Telecommunications Services, a part of the 
U.S. Department of Commerce, has created an extensive 
glossary of telecommunications terms in Federal Standard 
1037C [53]. The glossary contains a definition of survivability 
for telecommunications systems (the second definition in 
Table I). This definition seeks a framework for defining a 
service after some form of damage and relates closely to the 
goal of defining survivability for IT systems [1], [18]. 
Furthermore, this definition includes the notion of a degraded 
or different service and requires that it be defined. 
 Specifically on IT systems survivability, Ellison et al. [3] 
introduce the third definition of survivability shown in Table 
I. While this definition is a good beginning, it does not have 
the precision needed to permit a clear determination of 
whether a given system should be considered to be survivable 
[1], [18]. The first problem is that much is implied by the 
phrases “essential services”, “attacks and failures” and “timely 
manner”. If nothing further is defined, it is not possible for the 
architect of a system to determine whether a specific design is 
adequate to meet the needs of the user community. More 
importantly, if a phrase such as “essential service” is not 
precisely defined, it might be the case for any specific system 
that the determination of what constitutes an essential service 
is left to the system’s developers rather than being defined 
carefully by application experts. A second problem with a 
definition of this form is that it provides no testable criterion 
for the term being defined. Essential services are defined as 
the functions of the system that must be maintained when the 
environment is hostile, or failures or accidents that threaten 
the system are detected.  

Most commonly [8], [9], [10], [11], [18], [19], survivability 
 

TABLE I 
DEFINITIONS OF SURVIVABILITY 

 Definition Year Domain Ref. 
1. Survivability is the degree to which essential functions are still available even though 

some part of the system is down. 
1988 IT systems in general [2] 

2. Survivability is a property of a system, subsystem, equipment, process or procedure 
that provides a defined degree of assurance that the named entity will continue to 
function during and after a natural or man-made disturbance. Note: Survivability must 
be qualified by specifying the range of conditions over which the entity will survive the 
minimum acceptable level or post-disturbance functionality and the maximum 
acceptable outage duration. 

1996 Telecommunication Systems [54] 

3. Survivability is the ability of a network computing system to provide essential services 
in the presence of attacks and failures and recover full services in a timely manner. 

1997 Network Computing Systems [3] 

4. Survivability is the capability of a system to fulfill its mission, in a timely manner, in 
the presence of attacks, failures or accidents. 

1999 
 

Critical and Defense Systems [8],[9], 
[10],[11], 
[18],[19] 

5. Survivability is the ability [of a system] to continue to provide service, possibly 
degraded or different, in a given operating environment when various events cause 
major damage to the system or its operating environment. 

2000 Critical and Defense Systems [1], [20] 
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is defined as the fourth definition in Table I. The term system, 
consisting of software and hardware, is used in the broadest 
possible sense, including networks and large-scale systems of 
systems. The term mission refers to a set of very high-level 
(i.e., abstract) requirements or goals. Missions are not limited 
to military settings since any successful organization or 
project must have a vision of its objectives, whether expressed 
implicitly or as an official mission statement. The terms 
attack, failure, and accident are meant to include all 
potentially damaging events, but these terms do not partition 
these events into mutually exclusive or even distinguishable 
sets. Attacks are potentially damaging events orchestrated by 
an intelligent adversary. Attacks include intrusions, probes 
and denials of service. Failures are included with accidents as 
part of survivability. Failures are potentially damaging events 
caused by deficiencies in the system or in an external element 
on which the system depends. Failures may be due to software 
design errors, hardware degradation, human errors or 
corrupted data. Accidents describe a broad range of randomly 
occurring and potentially damaging events, such as natural 
disasters. It is important to recognize that it is the mission 
fulfillment that must survive, not any particular subsystem or 
system component.  

The fifth definition of survivability [1], [20] in Table I 
suggests a number of key points regarding the notion of 
survivability:  

Survivability is a system property, relating the level of 
service provided to the level of damage present in the system 
and operating environment [7],  

A system must be capable of providing different levels of 
service. In a system free of damage, the level of service should 
equate with full functionality. Different levels of service will 
correspond to varying subsets of functionality, where some 
functions that a system performs are obviously more critical 
than others [1], [18], and  

The events that cause major damage can range from failures 
to attacks to accidents. It is often difficult to immediately 
determine the cause of the damage, e.g. whether the damage is 
the result of an intentional security attack or a random failure 
[3]. More important is the effect of the event in terms of 
damage to the system and operating environment — the 
amount of damage is central to the level of service that a 
survivable system can and should provide [7]. 
 

III. REQUIREMENTS AND KEY PROPERTIES OF SURVIVABLE 
SYSTEMS 

In this section the key properties and requirements, and the 
role of fault tolerance in survivable systems are defined and 
discussed. The key properties of survivable systems are as 
follows [8]: 

Firstly, central to the delivery of essential services is the 
ability of a system to maintain essential properties, i.e. 
specified levels of integrity, confidentiality, performance and 
other quality attributes. Thus it is important to define the 
minimum levels of quality attributes that must be associated 
with essential services. 

Secondly, quality attributes are so important that definitions 

of survivability are often expressed in terms of maintaining a 
balance among multiple quality attributes, such as 
performance, security, reliability, availability, modifiability 
and affordability. Quality attributes represent broad categories 
of related requirements, so a quality attribute may contain 
other quality attributes. For example, the security attribute 
traditionally includes the three attributes of confidentiality, 
integrity and availability. 

Thirdly, the ability to deliver essential services and 
maintain the associated essential properties must be sustained, 
even if a significant portion of the system is incapacitated. 
This ability should not be dependent upon the survival of a 
specific information resource, computation or communication 
link. 

Fourthly, key to the concept of survivability is identifying 
the essential services, and the essential properties that support 
them, within an operational system. There are typically many 
services that can be temporarily suspended when a system is 
dealing with an attack or other extraordinary environmental 
condition. Such a suspension can help isolate areas affected by 
an intrusion and free system resources to deal with the 
intrusion’s effects. The overall function of a system should 
adapt to the situation to preserve essential services. If an 
essential service is lost, it can be replaced by another service 
that supports mission fulfillment in a different but equivalent 
way. However, the identification and protection of essential 
services is an important part of a practical approach to 
building and analyzing survivable systems. 

The survivability requirements of survivable systems can 
vary substantially, depending on the scope of the system, and 
the criticality and consequences of failure and interruption of 
service [8]. The definition and analysis of survivability 
requirements is a critical first step in achieving system 
survivability. Survivability must address not only the 
requirements for software functionality but also the 
requirements for software usage, development, operation and 
evolution. Five types of requirements definitions are relevant 
to survivable systems [8]: (1) System/Survivability 
Requirements, (2) Usage/Intrusion Requirements, (3) 
Development Requirements, (4) Operations Requirements and 
(5) Evolution Requirements. 

Fault tolerance enables systems to continue to provide 
service in spite of the presence of faults. Fault tolerance 
consists of four phases: (1) error detection, (2) damage 
assessment, (3) state restoration and (4) continued service. 
Survivability is a dependability property; it is not synonymous 
with fault tolerance [1]. Fault tolerance is a mechanism that 
can be used to achieve certain dependability properties. In 
terms of dependability, it makes sense to refer to a system as 
reliable, available, secure, safe and survivable, or some 
combination, using the appropriate official definition(s). 
Describing a system as fault tolerant is really a statement 
about the system’s design, not its dependability. While fault 
tolerance is a mechanism by which some facets of 
dependability might be achieved, it is not the only mechanism. 
Other techniques, such as fault avoidance, can also be used. In 
similar ways, fault elimination and fault forecasting can be 
used as mechanisms to improve a system’s dependability. 
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IV. IMPLEMENTATION TECHNIQUES FOR SURVIVABILITY 
This section discusses implementation techniques related to 

the survivability of IT systems. In addition, examples of 
survivability architectures of IT systems are introduced and 
discussed 

A. Survivability and Security 
It is important to recognize the relationship between 

survivability and security. An application may employ 
security mechanisms, such as passwords and encryption, and 
may still be very fragile [17]. For instance, it may fail when a 
server or a network link dies. On the other hand, a survivable 
application must be able to survive some malicious attacks. 
Therefore, survivability must involve security. There are two 
aspects of survivability [17]: (1) survival by protection and (2) 
survival by adaptation. 

Security mechanisms like access control and encryption 
attempt to ensure survivability by protecting applications from 
harmful, accidental or malicious changes in the environment 
[17]. The application could also survive by adapting itself to 
the changing conditions. These two aspects may not be 
mutually exclusive; as part of survival by adaptation, an 
application may utilize security mechanisms. For example, it 
may start using access control or increase the key length when 
it perceives the threat of an intrusion. Most current 
applications fail rather than adapt when QoS assumptions turn 
out to be too optimistic. The problem is made worse by the 
fact that survivability mechanisms are complicated, have little 
to do with an application’s functionality, and developers only 
have limited tool support for incorporating them. 

Furthermore, based on [17], the general notion of survival 
by adaptation results from years of experience in designing, 
implementing and deploying wide-area distributed systems, 
and is based on the ARMD (Adaptive, Redundant, Monitored, 
and Diversified) principles. These principles are not 
independent, and they need to be organized in a meaningful 
way to lead to survivability. For instance, being adaptive 
generally means that the adaptation is driven by some kind of 
monitoring. However, monitoring could be used without any 
kind of adaptation at all. Similarly, redundancy and diversity 
could very well be used without any adaptation, but in the 
context of adaptation they often define or broaden the scope 
of adaptation. Not all adaptive behaviors lead to survivability. 
For instance, shutting an application down on an exception 
indicating a change in the environment does not add anything 
to the survivability of the application. In fact, such an 
adaptation facilitates a whole class of denial of service attacks, 
whereas survivability is about continuing to provide useful 
service despite environmental changes. 

Survival by adaptation typically involves monitoring and 
changing the Quality of Service (QoS) available to 
applications [17]. An application’s design always makes some 
assumptions about the QoS provided by the environment for 
bandwidth, reliability, security services, etc. When these 
assumptions are violated, the application should try to adapt 
rather than fail. Most current applications, however, fail rather 
than adapt when QoS assumptions turn out to be too 
optimistic. The problem is made worse by the fact that 

survivability mechanisms are complicated, have little to do 
with an application’s functionality, and developers only have 
limited tool support for incorporating them. 

One important technique for improving system 
dependability and survivability is to provide mechanisms for a 
system to adapt at run time in order to accommodate varying 
resources, system errors and changing requirements [52]. For 
such self-repairing systems, one of the difficult problems is 
determining when a change is needed, and knowing what kind 
of adaptation is required. Based on [52], the challenge is to 
engineer things so that the system adapts appropriately at run 
time. There are two problems with this [52]. First, information 
must be got out of the running system. This can be done by 
employing low-level monitoring mechanisms that cover 
various aspects of the executing system. The second problem 
is to translate architectural repairs into actual system changes. 
This can be solved by writing table-driven translators that can 
interpret architectural repair operators in terms of the lower 
level system modifications.  

B. Survivability Architectures 
Survivability architecture is a system architecture that is 

designed specifically to deal with certain non-local faults [50]. 
A significant difficulty arises when the various concepts 
involved in survivability architectures have to be evaluated 
because experimentation with real systems is precluded. One 
approach to dealing with this problem is to use operational 
models that can be built and studied in the laboratory using a 
developed experimentation system [50]. 

1) Survivability Architecture: Block, Evade, React (SABER). 
Paper [33] proposes a survivability architecture called 
SABER. SABER blocks, evades and reacts to a variety of 
attacks by using several security and survivability mechanisms 
in an automated and coordinated fashion. SABER integrates 
several different technologies in an attempt to provide a 
unified framework for responding to the wide range of attacks 
malicious insiders and outsiders can launch. Most commercial 
responses to the diverse array of vulnerabilities have been to 
apply several discrete solutions [33]: (1) utilization of 
network-based firewalls [34], [35], (2) deployment of 
network-based and host-based intrusion detection systems 
[36], [42] and (3) manual installation and deployment of 
patches [37], [38]. 

At present, SABER is in the prototyping stages, with 
several interesting open research topics. It currently makes use 
of the following reaction and protection mechanisms [33]: (1) 
a network Denial-of-Service (DoS) resistant and Secure 
Overlay Services (SOS) architecture [39], (2) Manuscript 
intrusion and anomaly detection tools, [43], [44], placed 
within service contexts to detect malicious activity as well as 
stealthy “scans and probes”, (3) a process migration system 
[40] that can be used to move a service to a new location that 
is not (currently) targeted by an attacker, (4) an automated 
software-patching system [41] that dynamically fixes certain 
classes of software-based attacks, such as buffer overflows, 
and (5) a high-level coordination and control infrastructure to 
correlate and coordinate the information and control flow. 

2) Intrusion Tolerant Distributed Object System (ITDOS): 
Intrusion Tolerant Distributed Object System (ITDOS) 
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architecture [47] discusses some of the challenging technical 
issues related to intrusion tolerance in heterogeneous 
middleware systems. The intrusion tolerant systems provide 
integrity and availability services in the face of successful 
attacks from an adversary.  

Middleware is one area in which a system can provide 
intrusion tolerance [47]. Middleware is a very useful category 
of software that removes much of the tedium of distributed 
systems programming and shields programmers from having 
to deal with the numerous kinds of heterogeneity inherent in a 
distributed system [48]. Distributed object middleware is 
considered the most general kind of middleware, and CORBA 
[49] is a widely adopted standard for distributed object 
middleware. Middleware provides an ideal platform for 
intrusion tolerance extensions because it allows a variety of 
applications to be built that can transparently take advantage 
of the intrusion tolerance properties of the middleware, 
eliminating the need for custom solutions for each application 
[47]. 

3) Middleware Architecture for Secure and Survivable 
Mobile C4I Systems: An overview of a middleware-based 
mobile C4I (Command, Control, Communications, 
Computers, & Intelligence) architecture is discussed in [51]. 
The architecture is an outgrowth of work on a mobile 
distributed operating system that attempts to deal with various 
shortcomings in the Mobile Internet Protocol (Mobile IP) for 
military use. The architecture provides a foundation for 
balanced treatment of the complex, and frequently conflicting, 
dependability requirements (i.e. security, survivability, etc.) of 
military tactical systems.  

The survivability architecture presented in [51] is 
controversial in that the Session Layer performs the primary 
communications function of a mobile “hand-off”, instead of 
relying exclusively on the Network Layer to perform this 
function. This approach is defended on the basis that where 
tactical survivability is paramount, a mobile “hand-off” must 
be carefully controlled by the Session Layer, even if not 
specifically performed by that layer. The popular private 
sector approaches (e.g. Mobile IP) attempt to provide a 
“virtually stationary” environment by use of address 
mappings, which, except for performance impact, completely 

hide motion effects in the Network Layer. Such mobile 
networking approaches are unsuitable for military mobile C4I 
use, unless they are modified or designed to carefully 
coordinate their resource-management facilities with the 
survivability mechanisms of the Session Layer [51]. The 
mobile C4I architecture is a part of an evolving paradigm for 
C4I survivability called the Plan-Based Survivability, which 
seems to be able to solve many open problems with current 
survivability technology, and which has already been partly 
demonstrated by a working prototype. In effect, Plan-Based 
Survivability is a “superstructure” for unifying a diverse 
hierarchy of C4I defenses, both physical and informational. 

C. Summary 
Table II summarizes the features of the survivable 

architectures mentioned above. As a conclusion, the maturity 
of the architectures is insufficient for practical utilization in a 
system architect’s work, but they will help to understand and 
solve the problem of survivable systems. The technical 
approaches of the architectures heavily depend on the system 
domain. 

V. DESIGN OF SURVIVABILITY 
In this section the available design and analysis methods 

and models, as well as frameworks relevant for the 
survivability of IT systems, are introduced and discussed. 

A. Architecture Tradeoff Analysis Method (ATAM) 
Paper [8] outlines an approach that addresses how to 

evaluate the ability of a system to deliver essential functions 
in an environment that includes intrusion scenarios. The 
general approach to survivability and security is consistent 
with the ATAM [14]. ATAM is a method for evaluating 
architecture-level designs that consider such multiple quality 
attributes as modifiability, performance, reliability and 
security to gain insight as to whether the fully fleshed out 
incarnation of the architecture will meet its requirements [14]. 
The method identifies tradeoff points between these attributes, 
facilitates communication between stakeholders (such as user, 
developer, customer, maintainer) from the perspective of each 
attribute, clarifies and refines the requirements, and provides a 

 
TABLE II 

FEATURES OF SURVIVABILITY ARCHITECTURES 
Feature SABER ITDOS C4I 

Security 
Mechanism 

Integrates several security and 
survivability mechanisms 

Symmetric Encryption Session Keys “Plan-Based Survivability”, Mobile IP and 
Ad Hoc network protocols for military use 

Reaction/Protection 
Mechanism 

Process Migration System,  
Network Denial-of-Service (DoS), Secure 
Overlay Services (SOS),  
An automated software-patching system 

Distributed Object Middleware, 
CORBA 

“Plan-Based Survivability” 

Intrusion Detection Network- and host-based intrusion 
detection, 
Anomaly-, registry- and file-based 
detection, 
Surveillance detection 

Fault Tolerant Multicast Protocol + 
CORBA 

“Plan-Based Survivability” 

Domain Network Systems Heterogeneous  
Distributed Middleware Systems 

Mobile Military Tactical Systems 

Maturity Prototype  Prototype  Prototype  
Publishing Year  2003 2002 1999 
Reference [33] [47] [51] 
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framework for an ongoing, concurrent process of system 
design and analysis. 

B. The Survivable Network Analysis Method (SNA) 
A four-step SNA method [23] has been developed for 

analyzing survivability in distributed systems. SNA is a 
practical engineering process that enables systematic 
assessment of the survivability properties of proposed and 
existing systems, and modifications to existing systems. The 
analysis can be carried out at the lifecycle, requirements or 
architecture level. Based on [23], although the SNA method is 
developed for use with large-scale distributed-network 
systems, it is equally applicable to other architectures, 
including host-based and real-time systems. SNA’s scenario-
based approach is a generalization of the operation sequence 
and usage scenario methods. 

C. The Willow Survivability Architecture 
 The Willow Architecture [13] is designed to enhance the 
survivability of IT systems and is a comprehensive approach 
to survivability in distributed applications. Based on [13], 
survivability is achieved in a deployed system using a unique 
combination of (1) fault avoidance by disabling vulnerable 
network elements intentionally when a threat is detected or 
predicted, (2) fault elimination by replacing system software 
elements when faults are discovered, and (3) fault tolerance by 
reconfiguring the system if non-maskable damage occurs.  

D. Open Implementation Toolkit for Building Survivable 
Applications (QuO) 
In [17] Pal, Loyall, Schertz and Zinky consider two aspects 

of survivability - namely, survival by adaptation and survival 
by protection. They show how the Quality Objects (QuO) 
distributed adaptive middleware framework enables the 
introduction of these aspects of survivability in a flexible and 
systematic manner. Furthermore, they also describe a toolkit 
for developing adaptive applications and demonstrate how 
more survivable applications can be built using the toolkit. 

 
 

E. A Survivability Framework for Wireless Access 
Networks 
Based on [21], a Survivability Framework for Wireless 

Access Networks consists of four layers, with survivability 
strategies possible in each layer. The four layers are termed 
access, access link level, transport and intelligent. The logical 
layers are independent of the physical implementation of the 
network. Each of the four layers is characterized by network 
functions, network components and communication links. 
This framework includes metrics for quantifying network 
survivability, possible survivability strategies, and restoration 
techniques for each layer. 

F. An Architectural Framework and Algorithms for 
Engineering Dynamic Real-Time Distributed Systems 
In [24] Ravindran presents a resource management 

architecture for engineering dynamic real-time, military, 
computer-based, Command and Control (C2) systems using 
commercial off-the-self technologies. In the proposed 
architecture a real-time system application is developed in a 
general-purpose programming language and system 
description language is used to specify the architectural-level 
description of the system. An abstract model that is 
constructed from the language specification is dynamically 
augmented by the System Description Language Runtime 
System to produce a dynamic Intermediate Representation 
(IR). The dynamic IR characterizes the state of the system and 
is used by a recourse management element to deliver the 
desired application QoS. The middleware techniques achieve 
the timeliness and survivability requirements through runtime 
monitoring and failure detection, diagnosis and dynamic 
recourse allocation. 

G. Easel Modeling and Simulation Language 
Easel [15] is a modeling and simulation programming 

language primarily intended for the research, analysis and 
depiction of unbounded systems, survivable architectures and 
emergent algorithms in applications, including Internet 
security, ad hoc communication networks, electric power and 
cooperation among autonomous vehicles. Easel is a notation 

 
TABLE III 

FEATURES OF THE SURVIVABILITY METHODS, MODELS, AND FRAMEWORKS 
Method Type of Method Survivability Approach Domain Maturity Level Ref. 

ATAM Design and Analysis 
Method 

Intrusion Scenarios, Quality 
attributes 

Not limited High, widely used [8], [14] 

SNA Design and Analysis 
Method 

Scenarios Large-Scale Distributed-
Network Systems 

High, based on 
ATAM 

[23] 

Willow Modeling tool Fault Avoidance, Fault Elimination, 
Fault Tolerance 

Critical Distributed 
Applications 

Medium [13]  

QuO Modeling tool Quality Objects, Adaptation,  
Protection 

Middleware Applications Medium [17]  

Survivability 
Framework for 
WANs 

Modeling tool Metrics, Restoration Techniques Wireless Access Networks Low [21] 

Architectural 
Framework 

Modeling tool System Description Language, 
Runtime Monitoring, Failure 
Detection, Dynamic Recourse 
Allocation 

Military C2 Systems High [24] 

Easel Modeling and 
Simulation Language 

Discrete Event Simulations Models Unbounded Systems,  
Ad Hoc Networks 

Medium [15] 
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for describing abstract models of anything, a translator run-
time system for running discrete event simulations from those 
models. An example of the use of Easel in network 
survivability analysis is presented in [16]. 

H. Summary 
Table III summarizes the features of the survivability 

methods, models and frameworks described above. As a 
conclusion, the survivability approaches vary depending on 
the system domain. From the point of view of the system 
architect’s practical work, there is a remarkable lack of 
suitable and mature methods. Only two (ATAM and SNA) 
design and analysis methods are available. The rest of the 
methods are modeling or simulation tools. 
 

VI. CONCLUSION 
Survivability is a new branch of dependability that 

addresses the explicit requirements for restricted modes of 
operation that preserve essential services in adverse 
operational environments. A survivable system is one that 
satisfies its survivability specification of essential services and 
adverse environments. In addition, survivability must address 
not only the requirements for software functionality but also 
the requirements for software usage, development, operation 
and evolution. Furthermore, survivability is a dependability 
property; it is not synonymous with fault tolerance. Fault 
tolerance is a mechanism that can be used to achieve certain 
dependability properties. In terms of dependability, it makes 
sense to refer to a system as reliable, available, secure, safe, 
and survivable, or some combination, using the appropriate 
definition(s). Describing a system as fault tolerant is really a 
statement about the system’s design, not its dependability. 

Survivability in respect of IT systems is a relatively new 
research area and the definition of survivability is still being 
debated. Two of the five definitions of survivability in Table I 
mention "essential services", and three of them mention the 
"degree of degraded or different” service to be provided by 
the survivable system, so these could represent points of 
agreement for a unified survivability definition. However, 
definition three mentions that full services will be recovered, 
whereas the other definitions only mention mission 
fulfillment, not full service recovery. 

Security attacks are a major concern for IT systems. In 
some discussions survivability is viewed as synonymous with 
secure operation. A survivable application must be able to 
survive some malicious attacks, so survivability must involve 
security. There are at least two aspects of survivability: 
survival by protection and survival by adaptation. Security 
mechanisms like access control and encryption attempt to 
ensure survivability by protecting applications from harmful, 
accidental or malicious changes in the environment. Survival 
by adaptation typically involves monitoring and changing the 
QoS available to applications.  

The maturity of the survivable architectures is insufficient 
for practical utilization in a system architect’s work, but they 
will help to understand and solve the problem of survivable 
systems. Furthermore, there is a remarkable lack of suitable 

and mature methods, models and frameworks for practical 
use. 
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Abstract -- In this paper, we discuss various types of spyware
programs, their behaviour, how they typically infect comput-
ers, and the propagation of new varieties of spyware pro-
grams. In two experiments, we investigate the occurrence and
impact of spyware programs found in popular P2P applica-
tions. Based on the findings from the empirical investigations,
we try to lift the perspective to a more general view on spy-
ware deriving from the theory of (virtual) network effects. In
a model, we categorize in what ways spyware might decrease
the utility of belonging to a large virtual network. Here, the
baseline is that spyware programs intrude systems and net-
works, but since they profit from user data they also intrude
user privacy. In the model, the intrusions are classified as
moderate, severe or disastrous. We found that spyware has
the potential to overthrow the positive aspects of belonging to
a large network, and network owners should therefore be
very careful about permitting such programs in applications
and on networks.

Index Terms -- Malware, network effects, P2P, spyware.

I.  INTRODUCTION

uring recent years, the world has seen the introduction
of peer-to-peer (P2P) systems. P2P technology pro-

vides several beneficial solutions like, e.g., file-sharing,
grid computing, web services, groupware and instant mes-
saging (IM) [7]. P2P refers to a technology which enables
two peers or more to collaborate in a network of equals [7]
[10]. This may be done by using information and commu-
nication systems that are not depending on central coordi-
nation. P2P technology was first widely deployed and
popularized by file-sharing applications such as KaZaa and
IM tools like ICQ. 

Even though there are several benefits with belonging to
a large virtual network such as a P2P file-sharing network,
the rising occurrence of malicious software (malware) may
seriously impact the positive utility of using P2P applica-
tions. Usually, only the positive effects that increase utility
are emphasized when discussing participation in large net-
works [5]. One example is the theory of virtual network1

effects. Network effects are usually described as when the

value of a product to one user depends on how many other
users there are [11]. Often, utility of the system is propor-
tional to the aggregate amount of resources that the partici-
pants are willing to put together. On information
technologies, users generally benefit from utilising a popu-
lar format, system or application [11]. Typically, technolo-
gies subject to strong network effects tend to exhibit long
lead times until a critical mass of users is obtained [5].
Then, explosive growth is followed. From the perspective
of a network owner, a large network may help to create a
strategic advantage useful for competition and growth pur-
poses [1]. From the perspective of a network user, the
larger the network is, the more valuable it will be to partic-
ipants and users [1].

There are two kinds of feedback from network effects:
positive and negative [11]. Positive feedback can be
explained in that when a person joins a network, the net-
work gets bigger and better, to everyone’s benefit. How-
ever, large networks may also be exposed to negative
feedback, which bring about significant risks and severe
consequences for all of the network nodes. Therefore, neg-
ative feedback may decrease the utility of belonging to that
network. To large networks, such as P2P file-sharing net-
works, there could be numerous examples of applications
(e.g., malware), which contribute in creating negative
effects that impact network utility. However, in this paper,
we focus on one of these applications, namely spyware.

There are many different kinds of spyware, and hun-
dreds of such programs exist throughout the Internet today
[9]. Spyware programming is a relatively new computing
phenomenon. Although there is no precise definition, the
term “spyware” is typically used to refer to a category of
software that, from a user’s perspective, covertly gathers
information about a computer’s use and relays that infor-
mation back to a third party. In this paper, we use the term
spyware in conformity with this common usage. However,

D

1 A virtual network describes a network of users bound together by a 
certain standard or technology, and where the exchange of information is 
the foundation for any information transaction. One example is the Inter-
net. 
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in II, we look into and discuss some of the current views on
the concept of spyware.

Even though most people are aware of spyware, it
seems that the research community has spent limited effort
on understanding the nature and extent of the spyware
problem. However, so far there have been some initial
research attempts (see for example [4] [9] [17]) of which
this paper is an additional effort. On the other hand, most
network practitioners and experts agree that spyware is a
real problem with increasingly negative effects. One exam-
ple of this view is derived from the Emerging Internet
Threats Survey 2003 [3], which states that one in three
companies have detected spyware on their systems, while
60% consider spyware to be a growing and future threat.
Also, 70% of the companies consider that file-sharing over
P2P networks is creating an open door into their organisa-
tion. Another example is an investigation made by Earth-
link (one of the major American ISPs) [13]. Earthlink set to
measure the occurrence of spyware on more than 2 million
computers connected to their network. A total number of
12.1 million different spyware types were detected. Out of
these, Trojan horses and system monitors approached 700
000 instances, and the remaining 11.4 million instances
were classified as adware. Also, experts suggest that spy-
ware infect up to 90% of all Internet-connected computers
[13]. 

In summary, spyware is a problem that should be taken
seriously, because it may have the potential to threaten the
utility of belonging to a large virtual network. In this paper,
we focus on exploring the effects of spyware programs that
are bundled with several P2P applications. The aim is to
investigate the implications on system capacity, network
bandwidth, security and privacy. Besides introducing
results from empirical investigations, we also discuss the
network effects of spyware. 

The paper is organised as follows. First, we give an
introduction to spyware, in which we discuss the various
kinds of spyware programs, their behaviour, how they typi-
cally infect computers, and the proliferation of new variet-
ies of spyware. Next, we investigate the occurrence and
impact of spyware programs found in popular P2P applica-
tions. In IV, we discuss the findings from the experiments
and also try to lift the perspective to a more general view
on spyware deriving from the theory of virtual network
effects. In the end, conclusions are presented.

II.  ON SPYWARE 

A.   The Background of Spyware
As stated by [9], spyware exists because information

has value. The idea with spyware is simply to fetch infor-
mation. If a software developer can get revenue from

advertisers, the owner can afford to make the software
available for free. The developer is paid, and the user gets
free, quality software. Usually, the developer provides two
versions of the software, one for which the user has to pay
a fee in order to receive, and one version that is freeware
supported by advertising. In these cases, free software typi-
cally includes programs set to display advertisements and
offers to the users (that is; adware). Therefore, the user can
choose between the free software with the slight inconve-
nience of either pop-up ads or banners, or to pay for soft-
ware free of advertising. So, users pay to use the software
either with their money or with their time. 

This method of including rather benign adware when
developing and distributing free software was common
until marketers noted three separate trends that pushed the
development of adware into a different direction. The
background was that:

--standard banner ads on the Internet were not deliver-
ing as well as expected (1% click-trough was considered
good) [15],

--targeted Internet advertising typically performed much
better [14], and

--while office hours were dead-time for traditional
advertising (radio, TV, etc.), many analyses showed a sur-
prisingly high degree of personal Internet usage during
office hours [14]. 

The conclusion was that targeted Internet advertising
was a whole new opportunity for the marketing of products
and services. All that was required was a method for moni-
toring users’ behaviour. So, once the adware was monitor-
ing users’ Internet usage and sending user details back to
the advertiser, banners more suited to the users’ prefer-
ences and personality was sent to the users in return. The
addition of monitoring functionality turned adware into
spyware, and the means to target advertising to interested
parties accelerated [15]. In reality, the data collected by
spyware is often sent back to the marketing company,
resulting in display of specific advertisements, pop-up ads,
and installing toolbars showed when users visit specific
web sites. In this sense, spyware programs became technol-
ogies used to fetch valuable customer information. 

B.   The Operations of Spyware
The usual method for a spyware is to run secretly in the

background of the users’ computers [6]. The reason for this
concealing of processes is commonly argued as that it
would hardly be acceptable if, e.g., free file-sharing soft-
ware kept stopping to ask the user if he or she was ready to
fetch a new banner or a pop-up window [15]. Therefore,
the client/server routine of spyware is normally executed in
the background. In practice, there would be nothing wrong
with spyware running in the background provided that the
users know that it is happening, what data is being trans-
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mitted, and that they have agreed to the process as part of
the conditions for obtaining the freeware. However, most
users are unaware of that they have software on their com-
puters that tracks and reports on their Internet usage. Typi-
cally, a spyware program covertly gathers user information
and spreads it without the user’s knowledge of it. Once
installed, the spyware monitors, e.g., user activity on the
Internet and transmits that information in the background
to third parties, such as advertising companies. In reality,
spyware run constantly, even when their carrier program,
e.g., a file-sharing tool, has been terminated. 

A more or less legal grey area is exploited by the spy-
ware actors, since they in most program licenses specify
that information may be gathered for corporate purposes.
However, the usual model is to collect more information
than have been asked for [15]. Besides this, most license
agreements are formulated in such a way that they are
extensively hard for users to understand.

C.   The Types of Spyware
There are many different kinds of spyware. For

instance, one of the leading anti-spyware tools, PestPatrol,
has a record of over 1400 instances of spyware published
on their web site [8]. In order to make the spyware domain
more graspable, we present the following classes of spy-
ware. This classification is in conformity with a recently
published study on measurement and analysis of spyware
[9], although when presented here, the order of spyware
types ranges from minimum to maximum user impact:

--Cookies and web bugs: Cookies are small pieces of
state stored on individual clients’ on behalf of web servers.
Cookies can only be retrieved by the web site that initially
stored them. However, because many sites use the same
advertisement provider, these providers can potentially
track the behaviour of users across many Internet sites.
Web bugs are usually described as invisible images embed-
ded on Internet pages used for locating a connection
between an end user and a specific web site. They are
related to cookies in that advertisement networks often
make contracts with web sites to place such bugs on their
pages. Cookies and web bugs are purely passive forms of
spyware, they contain no code of their own. Instead they
rely on existing web browser functions.

--Adware: Adware is a more benign form of spybot (see
below). Adware is a category of software that displays
advertisements tuned to the user’s current activity.
Although most “genuine” adware programs only display
commercial content, some hybrids are involved in report-
ing the aggregate or anonymised user behaviour to a third
party, as described in A.

--Tracks: A “track” is a generic name for information
recorded by an operating system or application about
actions that the user has performed. Examples of tracks

include lists of recently visited web sites, web searches,
web form input, lists of recently opened files, and pro-
grams maintained by operating systems. Although a track
is typically not harmful on its own, tracks can be mined by
malicious programs, and in the wrong context it can tell a
great deal about a user.

--Browser hijackers: Hijackers attempt to change a
user’s Internet browser settings to modify their start page,
search functionality, or other browser settings. Hijackers,
which predominantly affect Windows operating systems,
may use one of several mechanisms to achieve their goal:
install a browser extension (called a “browser helper
object”), modify Windows registry entries, or directly
manipulate and/or replace browser preference files.
Browser hijackers are also known to replace content on
web sites with such promoted by the spyware authors [12].

--Spybots: Spybots are the prototypes of spyware. A
spybot monitors a user’s behaviour, collects logs of activity
and transmits them to third parties. Examples of collected
information include fields typed in web forms, lists of e-
mail addresses to be harvested as spam targets, and lists of
visited URLs. A spybot may be installed as a browser
helper object, it may exist as a DLL on the host computer,
or it may run as a separate program launched whenever the
host operating system boots.

--System monitors: System monitors record various
actions on computer systems. This ability makes them
powerful administration tools for compiling system diag-
nostics. However, if misused system monitors become seri-
ous threats to user privacy. Keyloggers are a group of
system monitors commonly involved in spyware activities.
Keyloggers were originally designed to record all key-
strokes of users in order to find passwords, credit card
numbers, and other sensitive information.

--Malware: Malware is a set of instructions that run on a
computer and make the system do something that an
attacker wants it to do [12]. Malware refers to a variety of
malicious software that includes viruses, worms, and Tro-
jan horses. Spyware is one form of malware, but as will be
discussed later on, spyware may also include instructions
for downloading and installing, e.g., a virus.

Spyware succeeds because some of today’s desktop
operating systems make spyware simple to build and install
[9]. Many instances of spyware have the ability to self-
update, or automatically download new versions of them-
selves to the local host. Self-updating allows spyware
authors to introduce new functions over time, but it may
also be used to evade anti-spyware tools by avoiding spe-
cific signatures contained within the tools’ signature data-
bases using polymorphic techniques.
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D.   On the Implications of Spyware
Spyware may occupy resources of the computer that it

infects or alter the functions of existing applications on the
affected computer to the benefit of a third party. In that
sense, spyware poses several risks. One commonly argued
is that spyware compromises a user’s privacy by transmit-
ting information about that user’s behaviour [4]. Even so, a
spyware can also detract from the usability and stability of
the computing environment of the user [9]. In addition, a
spyware has the ability to introduce new security vulnera-
bilities to the infected host by downloading software
updates [6]. Due to that spyware is widespread, such vul-
nerabilities put numerous amounts of computers at risk. 

To summarize, the occurrence of spyware programs
raise a real and growing threat to Internet usage in many
aspects, and to other interested parties than only to end
users. Four categories frequently argued on this topic are
[3] [6] [15]:

--Consumption of system capacity: Spyware is often
designed to be secretly loaded at system startup, and to
partly run hidden in the background. Due to that it is not
unusual for users to have many different instances of spy-
ware running covertly simultaneously, the cumulative
effect on the system’s processing capacity can be dramatic. 

--Consumption of bandwidth: The continual data traffic
with gathering of new pop-ups and banner ads, and deliv-
ery of user data can have an imperative and costly effect on
both private and corporate bandwidth.

--Security issues: Spyware covertly transmits user infor-
mation back to the advertisement server, implying that
since this is done in a covert manner, there is no way to be
certain of exactly what data is being transmitted. Even
though spyware, in its purest form, is a threat to privacy
rather than security, some spyware programs have begun to
act like Trojan horses. Most security experts would agree
that the existence of spyware is incompatible with the con-
cept of a secure system.

--Privacy issues: The fact that spyware operates with
gathering and transmitting user information secretly in the
background, and/or displays ads and commercial offers
that the user did not by him-/herself chose to view, makes it
highly privacy-invasive. Also, spyware enables for the
spreading of e-mail addresses that may result in the receiv-
ing of unsolicited commercial e-mail (so called spam).

III.  EXPERIMENTS

We have developed a method for identifying and analys-
ing spyware components and their behaviour on their host
systems. This method has been used in several experiments
(see, e.g., [4] [17]). In this section, we present the method

applied in two experiments. Thereafter, a compilation of
the experiment results is given.

A.   Method
The method is tightly coupled with our security labora-

tory. Mainly because our experiment method is based on
state preservation of computer systems, which can be pro-
vided due to the computer architecture of the security labo-
ratory2. By storing the initial baseline state of a system it is
later possible to conclude what changes occurred with
regards to this baseline. In practice, this means that we
store the state of a base system before installing any appli-
cation carrying spyware components. Afterwards, it is pos-
sible to conclude any changes between the two. By also
capturing all network data sent and binding that traffic to
the corresponding program, we can correlate network data
to specific programs. It is also possible to include measure-
ments of, e.g., CPU and network utilization during the
experiments. 

By using this method, all systems that are measured
consist of identical hardware and network setups. There-
fore, operating systems and their applications are bitwise
identical for all subjects in the experiment sample. This
suffices for the generation of reliable results. In order to be
sure that the results are derived from a certain spyware, we
included a “clean” reference computer in the experiment.

Since file-sharing tools are notoriously known for bun-
dling spyware, we used such applications in both of the
experiments. In this context, it should be pointed out that
no file-sharing activity took place in terms of sharing or
downloading any content on the P2P networks. Our exami-
nation was limited to software versions released between
January and May 2004, and as such, our observations and
results might not hold for other versions. Also, we used an
Internet surfing program that automatically simulated a
user visiting 100 preconfigured Internet sites. This was an
attempt to trigger any spyware to either leak this informa-
tion to third parties or to hijack the web sessions. In order
to identify and locate the spyware programs, several anti-
spyware tools were used3.

1) Experiment 1: In the first experiment, we investi-
gated the occurrence and operations of five popular file-
sharing tools4. More specifically, we examined spyware
programs that were bundled with the file-sharing tools, the
content and format of network data caused by spyware
involved in Internet communication, and the extent of net-

2 Throughout the experiments, we used 2.8Ghz Pentium 4 computers 
with 512MB primary memory. 

3 For a detailed list of the programs used, see http://www.ipd.bth.se/
aja/SpywEffects_Ref.pdf 

4 The file-sharing tools were the standard (free) versions of BearShare, 
iMesh, KaZaa, LimeWire, and Morpheus. 
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work traffic generated by such programs. Even though
there may be numerous components bundled with the
installation of file-sharing tools, it was primarily the pro-
grams engaged in Internet communication that were of
interest to us. There are two reasons for this. First, without
this delimitation, the experiment data would be too com-
prehensive to grasp. Second, for spyware programs to leak
user data, they must be involved in communication over
the Internet. 

2) Experiment 2: In the second experiment, we set to
explore the effects in terms of resource usage that spyware
bring about on a local system. A major problem introduced
when setting up such an investigation involve how to
choose the experiment sample. What we wanted was a pro-
gram instance that was free of spyware and another
instance (of the same program) that included spyware.
Unfortunately it is almost impossible to remove only the
spyware components and still have a working version of
the original program since such components are very
tightly coupled with the original program. We came to an
acceptable solution by selecting KaZaa and KaZaa Lite
K++ as the two subjects in the experiment sample. KaZaa
Lite K++ is an instance of KaZaa where all spyware com-
ponents have been removed by an independent group that
reverse-engineered the original KaZaa program, carefully
excluding or disabling all bundled components not solely
used for file-sharing purposes. By using these two KaZaa
versions, it was possible to subtract the resource utilization
of KaZaa Lite K++ from the utilization of the original
KaZaa and thereby receive a measurement of resources
used by the spyware programs.

B.   Results and Analysis
1) Experiment 1: A detailed list of the identified spy-

ware programs is presented in TABLE I After having anal-
ysed the captured data, we concluded that all file-sharing
tools contained spyware. 

The two main carriers of spyware were iMesh and
KaZaa (they included ten respectively eight programs
each). The rates for the remaining file-sharing tools were
five for Morpheus, four for LimeWire, and two for Bear-
Share. In addition to these findings, we also discovered that
all file-sharing tools contained spyware that were involved
in Internet communication. 

As can be seen in TABLE I, the retrieved spyware com-
ponents were divided into “Adware” and “Spybot” based
on their operations. We also included a category called
“Download” because some of the components allowed for
further software and/or updates to be downloaded and
installed. In this category, examples such as hijackers and
malware potentially could be included by the spyware dis-
tributors. In addition, all programs involved in any form of
Internet communication were specified in a category called
“Internet”. Finally, the category entitled “Host” specifies

which file-sharing tool that carried what spyware5. In the
cases where our empirical results could confirm the view
shared by anti-spyware tools, the markers in the table are
declared with bolded capitol letters. 

When analysing the outgoing network communication
from the spyware components, we discovered that most of
this traffic was not sent in clear text. This means that the
transactions between the spyware components and their
corresponding servers were either obfuscated or encrypted.
This is also an explanation to why we were able to only
identify two genuine spybot components. Since most traf-
fic was sent in non-clear text, we could not really measure
the extent to which such traffic was broadcasted. However,
we did manage to identify some network traffic sent to spy-
ware servers on the Internet that included, e.g., web sites
visited, zip codes, country, and information about programs
and operating system versions on the local host. In exam-
ple, one of the spybot programs (ShopAtHomeSelect) that
was found bundled with the iMesh file-sharing tool trans-
mitted Internet browsing history records to several invoked
servers on the Internet. The Internet records that were
transmitted could be correlated to the web sites included in
our preconfigured web surfing program.

2) Experiment 2: A compilation of the results from the
resource utilization measurement can be seen in TABLE II

5 B is for BearShare, I for iMesh, K is for KaZaa, L for LimeWire, and 
M for Morpheus. 

TABLE I
IDENTIFIED SPYWARE PROGRAMS

Name Host Adware Spybot Download Internet
BroadcastPC M x x x X
KeenValue K x x X X
Morpehus M X x X X

BargainBuddy I, K x x x
TopMoxie L, M x x x

Cydoor I, K x x X
Gator I, K X x X

SaveNow B X X X
BonziBuddy L x x

Web3000 I x x
ShopAtHomeSelect I X X X

WebHancer K x x
BrilliantDigital K x X X
MoneyMaker L, M X X X

Claria I, K x X
iMesh I x X

WeatherCast B x X
CasinoOnNet L x 

MyBar I, K, M x
New.Net I X X

FavoriteMan I x
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The measurements indicate that if KaZaa was installed, the
rates for consumption of both system capacity (categories
1-4) and network bandwidth (categories 5-7) were signifi-
cantly higher. This can be explained in that the spyware
programs included in KaZaa affected both consumption of
system capacity and network bandwidth. The high amount
of network traffic was due to that the spyware components
invoked numerous spyware servers on the Internet for the
gathering of ads, pop-ups and banners. The accumulated
local storage of collected commercial messages can have
noticeable consequences on hard drive size, which also was
the case for KaZaa. 

In TABLE II, the measurements for the reference sub-
ject is subtracted from the file-sharing tools. The column
entitled “Alteration” is represented by the difference
between KaZaa and KaZaa Lite K++, that is; the spyware
resource usage. Interestingly, three computer resources
were significantly affected by the installation of spyware.
In the first category of TABLE II, the occurrence of spy-
ware had a measurable effect on CPU usage, KaZaa used
32 times more CPU capacity than KaZaa Lite K++. In cate-
gory two, a significant difference was measured where the
installation of KaZaa resulted in a ten times, or 65MB,
increase of RAM usage. Finally, spyware programs had an
imperative effect on the amount of network traffic gener-
ated by the file-sharing tools. More specifically, there was a
48 times augmentation of network traffic due to the spy-
ware programs bundled with KaZaa. So, in contrast to
KaZaa, installing a clean file-sharing tool (i.e., KaZaa Lite
K++) caused marginal impact to system consumption and
network bandwidth. However, due to the occurrence of
spyware in file-sharing tools (see TABLE I), users with
several such applications installed will, as a result of aggre-
gate spyware activity, suffer from a continuos system and
network degrading. 

IV.  DISCUSSION

Based on the findings in III, we can conclude that spy-
ware programs exist, that they engage themselves in Inter-
net communication, that they transmit user data, and that
their existence have a negative impact on system and net-
work capacity. Since we also can conclude that spyware
programs are bundled with highly popular file-sharing
tools6, we can make out that spyware in accumulation may
have a negative impact on networks and systems. In fact,
the occurrence of spyware might decrease the overall util-
ity of belonging to a large network such as a P2P file-shar-
ing network. Thus, it might be relevant to elaborate on the
theory of negative network effects to see whether spyware
programs can threaten a large network. 

In a model (TABLE III), we specify in what ways spy-
ware might decrease the utility of belonging to a large vir-
tual network. The baseline is that spyware programs
intrude systems and networks, but since they profit from
user data they also intrude user privacy. In the model, the
intrusions are classified as moderate, severe and disastrous. 

On user effects, some P2P providers include spyware in
order to maximise profitability. Spyware may collect user
data (such as e-mail addresses for spam distribution, surf
records for personalised advertisement exposure, etc.) for
commercial purposes. At present, spyware programs as
such are rather benign, but cause problems to user privacy.
In general, privacy is the right of individuals to control the
collection and use of information about themselves [16].
This means that users should be able to decide for them-
selves, when, how, and to what extent information about
them is communicated to others. Even though the user data
exemplified in this category may not be that sensitive, spy-
ware programs ignore user rights, and must therefore be
considered privacy-invasive. 

A more troublesome concern is the distribution of per-
sonal data, such as personal details (name, gender, hobby,
etc.), e-mail conversation, and chat records. This may be
the result of spyware techniques intended not only for com-
mercial purposes, but also motivated by malicious inten-
tions. Although, such spyware programs may not be that
wide-spread today, a technological platform for these kinds
of operations is available. This mean that although the
probability of being infected by such a spyware is very low,
the consequences may be devastating. 

A third view would be if the spyware program updates
on the servers were replaced with, e.g., keyloggers. In
effect, harmful software could be distributed to vast groups
of P2P tool users with the purpose of transmitting person-
ally critical information such as financial data, private

TABLE II
RESOURCE UTILISATION MEASUREMENTS

KaZaa Lite 
K++

KaZaa Alteration

1. CPU usage (in%) 0.015 0.48 0.47
2. RAM usage (in%) 1.4 14 12.6
3. Addition of new files 50 780 730
4. Change in hard disk size (in 
MB)

8.6 46 37.4

5. Amount of network traffic 
(in MB)

0.6 29 28.4

6. No. of programs involved 
in Internet communication

1 11 10

7. No. of corresponding serv-
ers 

60 349 289

8. No. of spyware programs 
installed

0 8 8

6 As an example, there are more than 350 million downloaded 
instances of KaZaa [2]. 
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encryption keys, digital certificates or passwords. In reflec-
tion, financial threats from spyware programs may signify
disastrous outcomes to vast groups of users.

In the experiments, we established a correlation
between the presence of spyware programs and the con-
sumption of computer capacity. Typically, spyware compo-
nents utilised significant amounts of system resources,
rendering in that computer resources were exploited in a
larger extent than would otherwise be necessary. In accu-
mulation, spyware operations degrade system capacity.

Also, it is problematic to comment on the quality of the
code in the spyware programs, since the software require-
ments that have been used during the development process
are left out in obscurity. The result can be that possibly
inferior code is executed locally, which may have a nega-
tive influence on the entire system (i.e., not only to secu-
rity). For example, as an effect of executing insufficient
code, a system may lack performance or crash with, e.g.,
loss of important data as a result. In addition to this, soft-
ware vulnerabilities may be exploited by malicious persons
when breaking into a system, or when infecting it with
destructive software (e.g., viruses).

As an utmost consequence, spyware programs deprive
control over the system from the system owner. In effect,
the installation of spyware programs may render in further
installations of malware such as viruses and/or Trojans.
Local services that are based on defect code and executed
without the knowledge of the system owner are vulnerable
to exploits, which may allow malicious actors to gain
access over the computer. This is a disastrous situation
because a takeover of system control affects both the local
system and the surrounding network. A conquered system
can be used as a platform for further distribution of mal-
ware.

At the network level, spyware operations in accumula-
tion may contribute in network congestion. On one hand,
the effects are unnecessary costs for network maintenance
and expansion. On the other hand, network performance
may be degraded. In either case, it is the network users that
in the long run bear the costs.

The operations performed by spyware programs are
approaching the operations of a virus with both a distribu-
tion and a payload part. Since users install, e.g., file-shar-

ing tools that contain spyware programs on a voluntary
basis, the distribution part is taken care of by the users
themselves. This makes spyware programs function like a
slowly moving virus without the typical distribution mech-
anisms usually otherwise included. The general method for
a virus is to infect as many nodes as possible on the net-
work in the shortest amount of time, so it can cause as
much damage as conceivable before it gets caught by the
anti-virus companies. Spyware, on the other hand, may
operate in such a relatively low speed that it is difficult to
detect. Therefore, the consequences may be just as dire as
with a regular virus. The payload of a spyware is usually
not to destroy or delete data, but to gather and transmit user
information, which could be veritably sensitive. An addi-
tional complicating factor is that anti-virus companies do
not generally define spyware as virus, since it does not typ-
ically include the ability to autonomously replicate itself.
Overall, the nature of spyware substantiates the notion that
malicious actions launched on computers and networks get
more and more available, diversified and “intelligent”, ren-
dering in that security is extensively problematic to uphold. 

In theory, even a large network such as a P2P network
may suffer an ultimate breakdown if it is continuously
flooded with data. Should spyware programs continue to
increase in number and to be more and more technologi-
cally refined, a network breakdown might be a final step.
Although, in reality, this is not a plausible outcome. None-
theless, if security and privacy risks are increasing as a
result of being part of a P2P network, the positive value of
using an application and thus belonging to that network
will likely decrease. If users should experience that a
threshold value (where the negative effects overthrow the
positive aspects of using the application) is overstepped,
then they will restrain from utilising that network. How-
ever, the experiment results indicate that even though spy-
ware programs operate over P2P file-sharing networks,
their effects are thus far rather modest. At least when it
comes to system and network consumption. On the other
hand, spyware programs that invade user privacy must be
looked upon seriously. Spyware technologies mainly
involved in gathering user data have a true value potential
for marketers and advertisers. If these privacy-invasive
activities should continue to evolve, there might be a great
risk that spyware will be engaged in more malicious activi-
ties than simply fetching anonymised user/work station
data. If so, that can lead to negative network effects and
thereby cause a network to become less useful.

Hidden spyware components permit distribution of pri-
vacy-invasive information and security breaches within the
network. Due to the construction of spyware, it may collect
information that concerns other parties than only the work
station user, e.g., telephone numbers and e-mail addresses
to business contacts and friends stored on the desktop. In

TABLE III
SPYWARE EFFECTS

User Computer Network
Moderate Commercially 

salable data
Consumption of 
capacity

Consumption of 
bandwidth

Severe Personal data Inferior code 
dissemination

Malware distri-
bution

Disastrous Critical data Takeover Breakdown
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the context that spyware usually is designed with the pur-
pose of conveying commercial information to as many
users as possible, not only the local user may be exposed to
negative feedback of spyware. As well, the business con-
tacts and friends may be the subjects of network contami-
nation, e.g., receiving vast amounts of spam or other
unsolicited content.

With the continuos escalation of spyware programs and
the refinement of spyware technologies, network availabil-
ity may be degraded to such an extent that ordinary trans-
actions are overthrown by obscure malware traffic. A
disastrous situation may occur where a network is seriously
overloaded by malware distributed by computerised sys-
tems that are controlled by malicious actors. In conclusion,
spyware activity may persuade users to abandon networks.

V.  CONCLUSIONS 

Based on the discussions of spyware and on the findings
from the two experiments, we can conclude that spyware
have a negative effect on computer security and user pri-
vacy. We have also found that a subsequent development of
spyware technologies in combination with a continuos
increase in spyware distribution will affect system and net-
work capacity. A disastrous situation may occur if a net-
work is seriously overloaded by different types of spyware
distributed by computerised systems that are controlled by
malicious actors. Then, the risk is a network breakdown.
However, a more plausible outcome may be that users will
abandon the network before that happens. In effect, spy-
ware has the potential to overthrow the positive aspects of
belonging to a large network, and network owners should
therefore be very careful about permitting such programs
in applications and on networks. 
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Abstract— We study security properties for real systems where
classic access control policies are too strict; to prevent both
direct and indirect accesses, our properties are then expressed as
information flow properties. Particularly, we deal with mandatory
integrity policies rather than secrecy policies. We argue these
properties may help in discovering potential intrusions in a
system, interpreting an intrusion as a sequence of actions which
break the mandatory security policy of the system.

Index Terms— Information flow, intrusion detection, access
control, process algebras, formal methods, UNIX.

I. I NTRODUCTION

Intrusion Detection

The Intrusion Detection (ID) problem consists in discov-
ering intrusions in a system and is typically related to the
analysis of system logs, oraudit trail. We immediately notice
the absence, in the ID literature, of a formal and clear
definition of “intrusion”; the generic idea is that an intrusion
is something bad happened in the system, but no general
definition for undesired behaviour is provided. For instance,
in most Intrusion Detection Systems (IDS) (the tools which
perform the log analysis), a non-root modification of the
password file is considered an intrusion, but, for the best of
our knowledge, there are no models explaining which general
property is unsatisfied when overwriting the password file.

Starting from the 80’s, when the Intrusion Detection prob-
lem was proposed [1], [2], two main ID approaches to au-
dit trail analysis have been followed. Briefly, system logs
analysis may follow ananomaly detectionapproach or a
misuse detectionapproach. Anomaly based Intrusion Detection
Systems (IDS), i.e. the tools that perform the analysis, try
to detect intrusions statistically using metrics which define
the “correct” behaviour of the system, considering anyk-
deviation from the correct metric as an intrusion, for some
k [3], [4]. Misuse Intrusion Detection Systems, instead, check
logs looking for a sequence of actions that match a system
related attack signature; basically an attack signature is a
sequence of steps which a malicious user may perform to
compromise the security of the system, where a system may be
local [5], [6] or distributed [7], [8]. Current work in the misuse
detection area is most turned towards the formal definition of
a language for signatures and the specification of algorithms
for log auditing [9], [10], [11], [12].

Trying to formalize the intrusion detection problem, we
note that none of these approaches is formal enough to tackle
the ID problem. We do not want to rely on the anomaly
detection approach for a formal definition of intrusion, since

it’s hard to demonstrate that statistically non-relevant attacks
cannot be dangerous. For instance, the famoussendmailbug
in BSD UNIX 4.2 [13], [5] gave rise to a public root shell
after the execution by a standard user of three common used
UNIX programs (cp, chmod and mail itself). We think that
should be hard to discover these kind of attacks in a statistical
approach, assuming no knowledge of the vulnerability. On the
other hand, misuse approach security is based on the “perfect
knowledge” of all possible attacks, that is, the definition of
an intrusion setI is crucial. Then a system is secure if does
not contain a log tracet ∈ I. Here the main drawback we
notice is that intrusions not yet known, or known in some
different variant, cannot be discovered. Both these definitions
of security appear thus to be unsound; in other words, stating
a system is secure does not imply that the system does not
contain intrusions.

A recent approach known as themodel-based analysis
[14], propose to analyze all the possible security-related be-
haviours of a system specified as an abstract model in a
high level specification language. To express concurrency and
non-determinism, a process algebra such Hoare’s CSP [15]
or Milner’s CCS [16] may be used. The behaviours may
be analyzed using automated verification techniques such as
model checking. The authors of [14] propose to analyze all the
states of the system for deciding if a bad event, for instance an
overwriting of the password file, is happened in the system.
This basically can be done by labeling as unsafe the states
where the password file is overwritten and then by querying
for the reachability of such states. More complex scenarios can
be expressed by labeling entire execution sequences through
temporal logical formulas.

An interesting point of this approach is that a complete
log analysis is performed; that is, all possible executions are
considered for detecting a possible intrusion. On the other
hand, a general definition of security for the system is not
provided: it is not clear to us which general property is
unsatisfied when an unsafe state is reached.

As in [14], we analyze an abstract model of the system
expressed in a process algebra; while we adopted a similar
model, we moved from temporal logics based analysis to
information flow properties study. Actually, we argue that
intrusion detection is simply a special case of access control;
given a mandatory security policy for the system, for instance
the Biba policy [17], roughly synthesized as ”no write up - no
read down“, then an intrusion is the sequence of steps which
breaks the policy. Our approach consists in checking infor-
mation flows of the system deciding throughnon-interference
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properties if intrusions may happen in the system; the use of
non-interference assure that both direct and indirect flows are
checked. In this way, we don’t assumea priori the knowledge
of possible attacks; moreover, we can potentially find unknown
attacks and generate patterns to be used as abstract signatures
for misuse Intrusion Detection Systems.

A Non-Interference Property

In general, in a system, information is typically protected
via some access control policy, limiting accesses of entities
(such as users or processes) to data. There are different levels
of flexibility of access control policies depending on the
possibility for one entity to change the access rights of its
own data. Here we will considermandatorypolicies in which
entities have no control on the access rights; historically [18]
these strong mandatory security policies have been designed
to avoid internal attacks performed by the so calledTrojan
Horse programs, i.e., malicious software that, once executed
by a user, modifies the access rights of the data belonging to
such a user. Unfortunately, even when direct access to data is
forbidden by (strong) security policies, it might be the case
that data areindirectly leaked by Trojan Horses which might
exploit some observable system side-effects like, e.g., the CPU
load or, more in general, the space/time availability of shared
resources.

The necessity of controlling information flow as a whole
(both direct and indirect) motivated Goguen and Meseguer
in introducing the notion ofNon-interference[19]. Non-
Interference formalizes the absence of information flow within
deterministic systems. Given a system in whichconfidential
(i.e., high level) andpublic (i.e., low level) information may
coexist,non-interferencerequires that confidential inputs never
affect the outputs on the public interface of the system, i.e.,
never interfere with the low level users. If such a property
holds, one can conclude that no information flow is ever
possible from high to low level.

A possibilistic security property can be regarded as an
extension of non-interference to non-deterministic systems.
Starting from Sutherland [20], various such extensions have
been proposed, e.g., [21], [22], [23]. All of these properties
depend on the notion of behaviour that may possibly be
observed of a system, i.e., the semantics model that is chosen
to describe the system. Most of these properties are based
on traces, i.e., the behaviour of systems that may possibly
be observed is modeled through the set of their execution
sequences.

In [24], Focardi and Gorrieri express the concept of non-
interference in theSecurity Process Algebra(SPA) language,
in terms of bisimulation semantics. In particular they intro-
duce the notion ofBisimulation-based non Deducibility on
Compositions(BNDC): a systemE is BNDC if what a low
level user sees of the system is not modified (in the sense
of the bisimulation semantics) by composing any high level
processΠ with E. The main advantage ofBNDC with respect
to trace-based properties is that it is powerful enough to
detect information flows due to the possibility, for a high
level malicious process, to block or unblock a system. In

particular, in [24], it is shown that a malicious process may
build a channel from high to low, by suitably blocking and
unblocking some system services accessible by low level users.
The system used to build this covert channel turns out to be
secure for trace-based properties. This motivates the use of
more discriminating equivalences such as bisimulation.

In this paper we focus on integrity policies, i.e. policies
which care about improper modification of data, rather than
secrecy policies, i.e., policies which prevent unauthorized
disclosure of data. In the literature, the standard integrity
policy is known as the Biba model [17] and maybe roughly
summarized through the rules “no read down“, “no write up“.
The Biba policy is then the dual of the standard secrecy policy
[18]; it follows that to express the Biba integrity policy as an
non-interference property, we may say that a system is secure
if no information can flow from low to high. By exchanging
in the definition ofBNDC the low level with the high level,
we obtain a new property namedBisimulation-based Non
Modifiability on Compositions(BNMC for short); we introduce
this property in Section IV.BNMC thus can be used to detect
whether a system satisfies the Biba policy, with respect to both
direct and indirect accesses.

Unfortunately, theBNMC property does not help us too
much in the analysis of real systems as UNIX-like operating
systems or MS Windows OSs, since in these systems it is
practically infeasible that no information flows from low to
high. As a matter of fact in real systems, by default or by
common practice, processes with root rights (that is, processes
which have an high security level [18]) often have read
access to low resources; in such case, expecting the system
is BNMC is hopeless. On the other hand, we want to be
able to distinguish the observable behaviour of systems where
information flows from low to high, and thus we cannot use
the BNMC property.

To this aim, we introduce a new security property that takes
care of different types of accesses; in other words we may say
that this information flow property takes into account different
types of “modifiability”, where for modifiability we intend a
violation of the Biba’s standard integrity policy.

We illustrate this new property with an example; we model
a sample system into a CCS-like language namedread/write
Security Process Algebra(SPArw, for short), a SPA [24]
extension which we present in Section II. The set of visible
actions of SPArw is partitioned in two levels as in [24], but,
differently from SPA, each of these sets is in turn partitioned
into read and write subsets; we indicate withLr, Lw the sets of
low read and low write actions, respectively, such thatLc = Lc

for eachc ∈ {r, w}; analogously, we indicate withH r, Hw the
sets containing high read and high write actions, respectively,
such thatHc = Hc for both read and write capabilities.
Moreover,L = Lr∪Lw, i.e. the setL contains all low actions.

As an example, consider the process

P
4
= wannareadlw.readhr.0 |

writehw.0

where wannareadlw ∈ Lw, readhr ∈ H r, writehw ∈
Hw. Basically,P waits for read and write requests but to read
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an object it is before requested a confirmation consisting in
pushing thewannareadlw button. We show that inP there
is a flow from low to high; to this aim we define a low user

U
4
= wannareadlw.0

The processU is low since in its definition only low level
actions syntactically occur.

Informally, we may say thatP ∈ BNMC if the high
observable behaviour ofP does not change in the presence
of any possible low level process interacting withP . We
express the high observable behaviour ofP in the terms of
bisimulation semantics [16]: thus, we check if(P | Π)\L ≈
P\L for all low processesΠ. Low actions are restricted (i.e.
inaccessible from outside) since we want to observe the high
behaviour of the system; this means thatP\L cannot do a
move labelled withl, for any action l ∈ L. Intuitively, a
binary relationS ⊆ P × P over processes is said to be a
(weak) bisimulation if(P,Q) ∈ S implies, for all movesα,
that

1) WheneverP
α→ P ′ then for someQ′, Q

bα=⇒ Q′ with
(P ′, Q′) ∈ S

2) WheneverQ
α→ Q′ then for someP ′, P

bα=⇒ P ′ with
(P ′, Q′) ∈ S.

P and Q are observation-equivalent or (weakly) bisimilar,
written P ≈ Q, if (P, Q) ∈ S for some (weak) bisimulation
S . Here =⇒ is a multi-step transition relation such that if
P ( τ→)∗ α→ ( τ→)∗P ′ thenP

α=⇒ P ′; α̂ is α if α 6= τ , otherwise
α is ε, the empty sequence. We point outP

α=⇒ P ′ implies
P

bα=⇒ P ′. HereP 6∈ BNMC as a high user may distinguish
(P | U ) from P : that is,(P | U)\L 6≈ P\L. Particularly,

(P | U)\L
τ→≡ readhr.0 | writehw.0

and (readhr.0 | writehw.0 , P\L) cannot1 stay in any bisim-
ulation since only the first process may do areadhr move.
It follows that a low level user may interfere with the high
activity of P inducing a high read move; since the observable
action which determineP 6∈ BNMC belongs to theH r subset,
we may informally say that the existing flow inP is from the
low level to the high read level.

This policy is still too strict for real systems: even if in
the systemP above a flow from low to high is possible,
this causes the modification of the high read behaviour in
the system, rather than the high write behaviour. Since we
deal with integrity, it seems reasonable to consider only flows
which change the high write behaviour of systems.

To analyze the high integrity of the system, we consider a
less restrictive property which, in analogy with the previous
case, express the high write observable behaviour of the
system. By ignoring high read actions in the definition of the
BNMC property, we obtain a new security property named
Bisimulation-based non Write-Modifiability on Compositions
(BNWMC), which ensures that if a process satisfies this prop-
erty, then it’s high write observable behaviour is not modified
by composing it in parallel with any possible low level process.

1To simplify examples, we will use often the well known congruence
P | 0 ≡ P .

As one would expect, the process above satisfiesBNWMC;
intuitively, the reason is that:

(P | U) /Hr\L
τ→ ≡

(readhr.0 | writehw.0) /Hr ≈ P /Hr\L

where the operator/ applied to Hr express the unob-
servability of high read actions, i.e. high read actions are
relabelled to τ . Indeed, the actionreadhr is hidden in
(readhr.0 | writehw.0) /Hr and thus we have that

(readhr.0 | writehw.0) /Hr

τ→≡ writehw.0 .

To match this move P /Hr\L does anything since
writehw.0 ≈ (wannareadlw.readhr.0 | writehw.0) /Hr\L;
this result follows froma.P\a ≈ 0, for any processP and
channela.

The paper is structured as follows: in Section II we present
some basic notions on the process algebra SPArw; Section
III contains the definition of a SPArw model for a small
subset of a UNIX-based system. In Section IV we present the
BNWMCproperty and we illustrate how this property can help
in determining security of “real systems”, analyzing the high
write integrity of the Unix-like SPArw system model presented
before. Comparison with related works and a few concluding
remarks are reported in Section V.

II. READ/WRITE SECURITY PROCESSALGEBRA

In this section we present the syntax and the semantics of
the Read/Write Security Process Algebra(SPArw, for short)
language.

The SPArw language is a variation of Milner’s CCS [16],
where the set of visible actions is partitioned into two levels,
high and low, which are in turn partitioned into other two
access type actions, read and write, in order to specify multi-
level systems with read/write access control. SPArw syntax is
based on the same elements as CCS that is: a setL of visible
actions such thatL = I ∪O whereI = {a, b, . . .} is a set of
input actions andO = {ā, b̄, . . .} is a set ofoutput actions;
a special actionτ which models internal computations, i.e.,
not visible outside the system; a complementation function
·̄ : L → L such that̄̄a = a, for all a ∈ L. Act = L ∪ {τ} is
the set of allactions.

The set of visible actions is partitioned into two sets,
ActH ,ActL, the high and low level action set, such that
Act i = Act i for all i ∈ {H, L}. Moreover, each
Act i set, i ∈ {H,L}, is partitioned into two sets,
Act r

i,Actw
i , respectively, of read and write actions, such

that Actc
i = Actc

i for c ∈ {r, w} and i ∈ {H,L}.
Moreover, the setsAct i are disjoint and they coverL, i.e.,⋂

i∈{H,L} Act i = ∅ and
⋃

i∈{H,L}Act i = L. For each
i ∈ {H, L}, subsetsAct r

i and Actw
i are disjoint and they

cover Act i: ∀i ∈ {H, L} ⋂
c∈{r,w} Actc

i = ∅ and ∀i ∈
{H, L} ⋃

c∈{r,w}Actc
i = Act i.

The syntax of SPArw terms (or processes) is defined as
follows:

E ::= 0 | a.E | E + E | E|E | E \ v | E[f ] | Z
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Prefix
−

a.E
a→ E

Sum
E1

a→ E′1
E1 + E2

a→ E′1

E2
a→ E′2

E1 + E2
a→ E′2

Parallel

E1
a→ E′1

E1|E2
a→ E′1|E2

E2
a→ E′2

E1|E2
a→ E1|E′2

E1
a→ E′1 E2

ā→ E′2
E1|E2

τ→ E′1|E′2
a ∈ L

Restriction
E

a→ E′

E \ v
a→ E′ \ v

if a 6∈ v

Relabelling
E

a→ E′

E[f ]
f(a)→ E′[f ]

Constant
E

a→ E′

Z
a→ E′

if Z
4
= E

TABLE I

THE OPERATIONAL RULES FORSPArw

wherea ∈ Act , v ⊆ L, f : Act → Act is such thatf(ᾱ) =
f(α), f(τ) = τ , f(Actc

i ) ⊆ Actc
i ∪ {τ} for eachc ∈ {r, w}

and i ∈ {H, L}, andZ is a constant that must be associated

with a definitionZ
4
= E.

Intuitively, 0 is the empty process that does nothing;a.E is
a process that can perform an actiona and then behaves asE;
E1 + E2 represents the nondeterministic choice between the
two processesE1 andE2; E1|E2 is the parallel composition
of E1 andE2, where executions are interleaved, possibly syn-
chronized on complementary input/output actions, producing
an internal actionτ ; E \ v is a processE prevented from
performing actions inv; E[f ] is the processE whose actions
are renamedvia the relabelling functionf . For the definition
of security properties it is also useful thehiding operator, /,
of CSP [15] which can be defined as a relabelling as follows:
for a given setv ⊆ L, E/v

def= E[fv] where fv(x) = x if
x 6∈ v and fv(x) = τ if x ∈ v. In practice,E/v turns all
actions inv into internalτ ’ s. For the sake of brevity we will
write oftenP\L to indicate the processP\ActL

andP /Hr to
indicate the processP/Act r

H
. We denote byE the set of all

SPArw processes.
The operational semantics of SPArw processes is given in

terms ofLabelled Transition Systems(LTS, for short). A LTS
is a triple (S, A,→) whereS is a set of states,A is a set of
labels (actions),→⊆ S×A×S is a set of labelled transitions.
The notation(S1, a, S2) ∈→ (or equivalentlyS1

a→ S2) means
that the system can move from the stateS1 to the stateS2

through the actiona. The operational semantics of SPArw is
the LTS (E ,Act ,→), where the states are the terms of the
algebra and the transition relation→⊆ E ×Act ×E is defined
by structural induction as the least relation generated by the
inference rules reported in Table I.

Value-Passing SPArw: We briefly introduce avalue-passing
version of SPArw. The syntax is reported in Table II; value

a(x1, ..., xn).E , a(e1, ..., en).E , τ.E PrefixesP
i∈I Ei Sum

E1|E2 ParallelComposition
E\v Restriction (v ⊆ L)
E[f ] Relabelling
if b then E Conditional
if b then E elseE Conditional
A(e1, ..., en) Costant

TABLE II

VALUE-PASSING SPArw SYNTAX

expressionse1, ..., en need to be consistent with ariety of ac-
tionsa and of constantsA, respectively, whereasb is a boolean

expression. A constantA is defined byA(x1, ..., xm)
def
= E

whereE is a value-passing SPArw agent that must not contain
free variables exceptx1, ..., xm, which need to be distinct. As
described in [16], value-passing calculus semantics is given by
translating the calculus into the pure calculus: the idea is to
translate each possible combination of the values into different
SPArw actions and different SPArw processes.

III. T HE SPArw MODEL FOR A SIMPLEUNIX- BASED

SYSTEM

We present a SPArw model of a small subset of a UNIX-
based system which will exhibit a vulnerability due to
/etc/utmp, a file containing the association between logged
users and related terminals. The following is quoted from the
CERT Advisory CA-1994-06 (writable /etc/utmp vulnerabil-
ity): ”Description: If the file /etc/utmp is writable by users
other than root, programs that trust the information stored in
that file can be subverted. Impact: This vulnerability allows
anyone with access to a user account to gain root access.
Solution: The solutions to this vulnerability are to either (a)
protect the file, or (b) patch all the programs that trust it.“

As program which trust /etc/utmp, we considercomsat, a
server which periodically checks the mailbox of any user for
incoming mail and prints the first lines of the new message
on the terminal in which the user is logged on. As mentioned
above the terminal is contained in the file /etc/utmp. If this
file is world-writable, a malicious user could substitute the
/etc/passwd in the place of the terminal in which he/she is
logged on and then send a mail to himself containing the
line ”root::0:0:”. Comsat will overwrite the password file
/etc/passwd with this message setting root’s password to blank.
The user can now login as root without providing a password.

The UNIX subset we consider consists in a simplified
view of the file system and the comsat server itself. Our
model represents an adapted SPArw specification of the model
presented in [14].

We model the system within the value-passing version of
the SPArw language (a pure calculus traduction is available
in [25]). The values we pass consist in contents, levels, files
and the system state itself; we will useCont ,Lev ,Files to
indicate, respectively, the finite sets of contents, levels and
files. For simplicity, since this is not relevant for the security
analysis of the system, we consider a single mailbox, owned
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by a standard (low) user, and a single terminal; thus “mailbox”
should be a shorthand for the file /var/spool/mail/lowuser while
”tty” should indicate /dev/tty.

Cont = { /etc/passwd, root :: 0 : 0 : }
Files = { /etc/passwd, /etc/utmp, tty, mailbox }
Lev = {L, H }

Each action of the value-passing calculus, apartτ , contains
a security levell ∈ Lev ; intuitively, value-passing channels
with a parameter levell will be automatically translated in pure
SPArw actions belong toAct l. All value-passing actions (apart
τ ) are a priori classified as read or write; the translation of a
channel classified as read (write) generates actions belonging
to the subsetsAct r

i (Actw
i ), for i ∈ {H, L}.

We first model the file systemFs(s) process as reported in
Table III.

Fs(s)
4
= Write(s) + Read(s)

Write(s)
4
= write(f, l, c).Check(s, f, l, c)

Check(s, f, l, c)
4
= if w ⊆ ACL(f, l)

then Fs(update(s, f, c))

else Fs(s)

Read(s)
4
= read(f, l).channel(f, l, extract(f)).F s(s)

TABLE III

FILE SYSTEM

The file system process receives read and write requests;
each request contains the security level of the process which
invoke it both with the name of the file interested (plus the
content, in the case of a write request): that is,f ∈ Files, l ∈
Lev , c ∈ Cont . Channel value-passing terms belong to read
subsets; read and write value-passing terms belong to the
obvious subsets.

In the file system, we implement the access control security
policy of the UNIX subset we are considering. Roughly speak-
ing, this is expressible as ”no write-up“, that is, no controls on
the read accesses are needed to enforce this policy while low
subjects cannot write high objects. In the value-passing version
of the system we enforce this policy in such way. We statically
define an access control matrixACL := Files × Lev such
that each entry of the matrix may containr, w or both; that
is, if ACL(f, l) containsr, w then levell has the capability to
read and write filef . We build the ACL matrix in such way.
Following [18], we assign a security level to each object; that
is, for each filef ∈ Files, we set a levell ∈ Lev using a level
function level : Files −→ Lev , level(f) = l.
Then we release capabilities w.r.t. the “no write up” policy:

∀(f, l) ∈ ACL l ≥ level(f) =⇒ w ⊆ ACL(f, l)
∀(f, l) ∈ ACL r ⊆ ACL(f, l)

The access control list is defined in Table IV. We
set level(/etc/passwd) = high , level(tty) = high,
level(/etc/utmp) = low and level(mailbox) = low; that
is, /etc/passwdand tty are the high objects of our system.

According to the UNIX-like system scenario we are consider-
ing, processes with low level may read and write both “their”
mailbox and the terminal file /etc/utmp, while they have only
read access to /etc/passwd and tty; high processes can do
everything.

/etc/utmp mailbox /etc/passwd /dev/tty
L r, w r, w r r
H r, w r, w r, w r, w

TABLE IV

THE ACCESS CONTROL LIST(ACL)

In the termFs(s), the variables denotes the file system
physical structure updated by the file system itself and rep-
resents the actual state of the file system. We model the file
system as a Deterministic Finite Automaton; each state depicts
a unique combination of values for the considered set of files,
since both the set of values and the set of files are finite.
Updating the file system structure consists thus in changing
DFA’s state; the automaton is deterministic since only the write
requests lead to a state transition. It follows that, for a given
states, we are able to return the content, or value, of each
file f . Action write(f, l, c) inside agentWrite(s) represents
the fact that the file system is waiting for a request from a
security levell to write the contentc on filef . Once the request
arrived the agentCheck(f, l, c) establishes if levell may write
file f : as said before, this is admissible ifw ⊆ ACL(f, l).
If this holds, then we update the file system’s structures
with the new content off , which is c. Similarly, in agent
Read(s), once arrived al-level request to read filef , then
the contentc of file f , which is returned by the function
extract : Files → Cont in extract(f), is sent through the
channelchannel(f, l, extract(f)). Here we do not change the
automata state, since we are not updating the file system.

We briefly sketch the translation in the pure SPArw calculus
of the value-passing term

Write(s)
4
= write(f, l, c).Check(s, f, l, c)

for two files, /etc/passwd and /etc/utmp and one content,
root::0:0:. We are thus considering two sets, namelyFiles ′

andCont ′, respectively subsets ofFiles andCont : Files ′ =
{/etc/pwd, /etc/utmp}, C ′ = {root :: 0 : 0 :}.

We translate the value-passing agents according to the
access rights defined on theACL matrix; parameterspwd,
utmp and r0 abbreviate respectively/etc/pwd, /etc/utmpand
root::0:0:. Let

[[Fs(s)]]ACL = [[Write(s)]]ACL + [[Read(s)]]ACL

[[Fs(s)]]ACL
4
= Fs

[[Fs(s1)]]ACL
4
= Fs1

[[Fs(s2)]]ACL
4
= Fs2

Intuitively, s is the initial state of the file system,s1 is the
state reached froms overwriting the value of/etc/passwdwith
root::0:0: and s2 is the state reached froms overwriting the
value of/etc/utmpwith root::0:0: . Thus the translation of the
value-passing termWrite(s) is:
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[[Write(s)]]ACL
4
= r0 pwdlw . Fs +

r0 pwdhw . Fs1 +
r0 utmplw . Fs2 +
r0 utmphw . Fs2

As you may see, each write move implies an updating of
the system except thelow request to write the file/etc/pwd,
sincelow 6≥ level(/etc/passwd).

The translation of the value-passing agentWrite(s) in
the pure calculus SPArw gives us the chance to show the
intuition of how non-interference may help in the individuation
of information flows within a system. Consider the process
[[Write(s)]]ACL, in particular the branchr0 utmplw . Fs2.
If the low processr0 utmplw.0 is composed in parallel with
[[Write(s)]]ACL, then the file system may evolve tos2 since

( [[Write(s)]]ACL | r0 utmplw.0 )\L
τ→≡ Fs2\L

Low actions are restricted since we want to observe the high
behaviour of the system. Now ifFs2\L can do anαh move,

αh ∈ ActH , but [[Write(s)]]ACL\L 6 cαh=⇒, then this represents
a flow from low to high since now the high behaviour of the
system is changed.

As a matter of fact, the core of the CERT Advisory CA-
1994-06 (writable /etc/utmp vulnerability) consists in this
flow. Moving over, we argue this flow may compromise the
integrity of the system only if some new highwrite action
is observable; that is, only if the unmatchable action is some
αhw, αhw ∈ Actw

H .
We present the specification of the comsat server in Table V.

We let Comsat actions belong toH, since, in the scenario
we are considering, comsat process hasroot rights. Comsat,
through the actionread(mailbox, H), asks the file system to
read the mailbox; then, the content of the mailbox, which for
simplicity should be the last unread plain text message, will
be stored incmsg through actionchannel(mailbox, H, cmsg).
If there is a message to print, thenComsatasks to read the
/etc/utmp file to know on which tty the user (owner of the
mailbox) is logged in; otherwise the mailbox does not contain
new messages and the program goes back to the starting
point. Again, for the sake of simplicity, we let the content
cutmp of /etc/utmp to consist in a file path associated to the
unique mailbox of the system; that is,cutmp ∈ Files, possibly
cutmp = /dev/tty. Then,Comsatforwards to the file system a
request to write the new messagecmsg on the path contained in
cutmp, which should be the tty terminal file where the mailbox
owner is logged.

Finally the wholeSystemwe consider is obtained by the
parallel composition of the agents introduced, wheres is the
init state of the file system, i.e the state where/etc/utmp
contains a link to/dev/tty, /etc/passwd has valuesecret,
the mailbox is empty, and/dev/tty is empty.

System
4
= Fs(s) | Comsat

Comsat
4
= read(mailbox, H).channel(mailbox, H, cmsg).

if cmsg 6= null then

read(utmp, H).channel(utmp, H, cutmp).

write(cutmp, H, cmsg).

Comsat

else Comsat

TABLE V

COMSAT

IV. SECURITY PROPERTIES

The BNDC [24] security property aims at guaranteeing
that no information flow from the high to the low level is
possible, even in the presence of malicious processes. The
main motivation is to protect a system also from internal
attacks, which could be performed by the so calledTrojan
Horseprograms, i.e., programs that are apparently honest but
hide inside some malicious code.

We introduce here the converse security propertyBisimu-
lation based Non Modifiability on Compositions (BNMCfor
short), which denies information flows from low to high.
PropertyBNMC is based on the idea of checking the system
against all low level potential interactions, representing every
possible low level malicious program. In particular, a system
E is BNMC if for every low level processΠ a high level
user cannot distinguishE from (E|Π), i.e., if Π cannot
interfere with the high level execution of the systemE. In
other words, a systemE is BNMC if what a high level user
sees of the system is not modified by composing any low
level processΠ to E. BNMC thus may be used to verify if
a system respects the Biba policy [17], w.r.t. both direct and
indirect information flows. We indicate withEL the set of
low processes. More formally, letL(E) denote thesort of
E, i.e. the set of the (possibly executable) actions occurring
syntactically inE, E ∈ E ; then the set of low level agents is

defined asEL
4
= {E ∈ E : L(E) ⊆ ActL ∪ {τ}}.

Definition 4.1 (BNMC):Let E ∈ E .

E ∈ BNMC iff ∀ Π ∈ EL, E\L ≈ (E|Π)\L.

Example 4.2:System 6∈ BNMC. Intuitively this holds
since comsat, to notify messages, carry out read accesses to
the mailbox, which is writable by low users; it follows that the
high observable behaviour of the whole system is influenced
by the interaction with low processes.

To see that, it’s enough to consider a low processes

U
4
= write(mailbox, L, r0).0. which sends a single mes-

sage containing the line “root::0:0:” to himself. The process
(System | U)\L after two τ reductions exhibits the high
action channel(mailbox, H, r0), while this action is unob-
servable after any number ofτ reductions ofSystem\L,
simply because no one sended a mail with contentroot::0:0:.

This example shows the inadequacy, in such cases, of
the BNMC security property. Actually, in Example 4.2,
the high move which determineSystem 6∈ BNMC con-
sists in reading the content of the mailbox; that is,
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channel(mailbox,H, r0) ∈ Act r
H . As a matter of fact, we ob-

serve thatBNMC is too strong for the security analysis of real
systems and thus do not help very much. For instance, if com-
sat specification was consisting only in checking the content
of the mailbox, this system would be also considered unsafe.

To capture this situations that are very likely in real systems,
we introduce a security property weaker thanBNMC called
Bisimulation-based non Write-Modifiability on Compositions
(BNWMC for short). A systemE is BNWMC if for every
low level processΠ a high level user cannot distinguish the
write behaviour ofE from the one of(E|Π), i.e., if Π cannot
interfere with the high level write execution of the systemE.
In other words, a systemE is BNWMC if what a high level
user sees of the system with respect to write actions is not
modified by composing any low level processΠ to E.

Definition 4.3 (BNWMC):Let E ∈ E .

E ∈ BNWMC iff ∀ Π ∈ EL, E /Hr\L ≈ (E /Hr | Π)\L

The following result is immediate:
Proposition 4.4:BNMC ⊂ BNWMC

Proof: To demonstrateBNMC ⊆ BNWMC is enough
to say that (weak) bisimilarity is preserved by relabelling [16].
Let E ∈ E . Thus E ∈ BNMC implies ∀ Π ∈ EL, E\L ≈
(E|Π)\L. Since bisimulation is closed under relabelling we
obtain that∀ Π ∈ EL, E\L /Hr

≈ (E | Π)\L /Hr
. From

L ∩ Hr = ∅ we have that for allE ∈ E holds E\L /Hr
=

E /Hr
\L and we are done. The example of the introduction

proves that the inclusion is strict; that is,P 6∈ BNMC
while P ∈ BNWMC , whereP

4
= wannareadlw.readhr.0 |

writehw.0

Example 4.5:We want to establish, once we have weak-
ened our notion of security, if intrusions are possible in this
system; we obtain that the processSystem does not satisfy
BNWMC. To show this, we consider a low user which write
both the file /etc/utmp and the mailbox.

U
4
= write(utmp,L, pwd).U ′

U ′ 4= write(mailbox, L, r0).0

Here (System /Hr | U)\L can do an internal move in
which the user overwrites the file /etc/utmp with the content
“/etc/passwd”:

( System /Hr | U )\L
τ→

( ( Fpwd | Comsat ) /Hr | U ′ )\L .

We indicate with the processFpwd the agent reached from
Fs(s) after the updating of /etc/utmp.

After another internal move the user sends the mail with
content “root::0:0:” ; we denote byFcmp the compromised
file system agent reached from the stateFpwd by updating the
mailbox with the new message.

( ( Fpwd | Comsat ) /Hr | U ′ )\L
τ→≡

( Fcmp | Comsat ) /Hr\L

Now (Fcmp | Comsat) /Hr\L performs aτ transition in
which comsat asks to read /etc/utmp; then, comsat receives the

content of the mailbox through another internal transition. We
remark that, differently from Example 4.2, the channel sending
the content of the mailbox is now unobservable, since high
read actions are hidden. Then, analogously, comsat through
two internal transitions asks the content of the terminal file
and receives the bogus content “/etc/passwd”.

(Fcmp | Comsat) /Hr\L
τ=⇒

(Fcmp | write(pwd, H, r0).Comsat) /Hr\L

Intuitively, the file system state is still represented by the
processFcmp since read requests do not determine an updating
of the file system. Now we have that

(Fcmp | write(pwd, H, r0).Comsat) /Hr\L
write(pwd,H,r0)−→

while this action is unobservable after any number ofτ
reductions ofSystem /Hr\L, sinceutmp was not containing
the valuepwd in the init state.

Applying our technique, we have thus found that the UNIX-
like system model introduced is flawed, since a low user of
the system may indirectly break the “no write up” mandatory
system’s security policy obtaining that the high password file
is overwritten. Using a security property less discriminating
than BNMC gave us the possibility to individuate the core
of the intrusion. That is, by checking if the system satisfies
theBNWMCproperty we individuate the action which exactly
cause the security policy to be broken.

V. FINAL REMARKS AND RELATED WORK

We have studied the Intrusion Detection problem on real
systems governed by a mandatory security policy. Our thesis
is that intrusion detection is a special case of access control,
where an intrusion is the sequence of steps which breaks the
security policy of the system. We have proposed a new security
property namedBNWMCwhich characterizes the security of
CCS-like models of real systems w.r.t. the integrity of data.

We point out thatBNDCverification techniques [26] can be
used to prove both that a system isBNMCand that isBNWMC.

To the best of our knowledge, few works rely on a formal
model expressed in a process algebra to analyze intrusions
within a system, and none of these analyze information flows.

Ramakrishnan and Sekar’s works [14], [27] without doubt
inspired us. In [14], [27], the authors define security proper-
ties trough an intentions model which captures the intended
outcome of executing every program: the system model has
vulnerabilities if it contains path to unsafe states for which
there exists no corresponding path in the intentions model.
Their implementation find vulnerabilities as violations of in-
variant properties: for instance, they query the model checker
to check the reachability of.write([etc,passwd],), a state
where a process writes /etc/passwd. Path properties can be
encoded in temporal logic. The analysis may be extended to
infinite systems, but in this case a bounded-depth search need
to be performed in order to ensure termination. In [27] the
infinity condition is handled in the model checker by using
term constraints and by abstracting the sequences to finite
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(possibly repeating) segments of a certain kinds; moreover,
the language is extended with object-oriented capabilities.

Rohrmair and Lowe [28] model a small network scenario
using the CSP process algebra and consider the problem
to discover attack strategies which blind network Intrusion
Detection Systems. Their model consists in a signature based
IDS process protecting a host, which is the target of the attack.
The Intrusion Detection System is considered to be perfect
and therefore knows all vulnerabilities that could be used to
cause a security branch in the system. Quoting the authors: “In
practice this is impossible because many vulnerabilities are not
revealed yet. We have to make this assumption to generalize
all current existing IDSs”. Once the CSP model is defined,
they check through a model checker if the set of all the traces
of the model is a subset of the set of valid traces. The valid
traces are defined as the traces of the specification processS,
which should capture the intended behaviour of the model.
For instance ifalert is the action raised by processIDS in
the presence of an attack andfail is a target action meaning

that the target is compromised, thenS
4
= alert.fail.S indicate

that the IDS should have a log-entry once a successful attack
is performed. Now ifS vT Model does not hold, wherevT

is the CSP refinement on traces, then (at least) a new attack
which eludes the IDS is discovered.
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Abstract— In this paper, game theory is suggested as a method
for modelling and computing the probabilities of expected be-
haviour of attackers in a quantitative stochastic model of security.
The stochastic model presented her is very simple, modelling a
penetration attempt as a series of intentional state changes that
lead an ICT system from an assumed secure state to a state where
one or more of the systems security aspects are compromised.
The game situation models the actions of the attacker under
the condition that at each intermediate stage of the attack, the
attempt may be detected and measures taken by the system
owner to bring the system back to the originating secure state.
Assumptions are made for the possible rewards for the players
of the game, allowing the calculation of the mean time to first
security breach (MTFSB) for the system. An example of the
possible use of the model is provided by calculating the MTFSB
for a root privilege attack on a UNIX system.

Index Terms— Computer security, quantification, stochastic
analysis, attack models, game theory

I. INTRODUCTION

The security of operating computer systems has traditionally
only been expressed in a qualitative manner. However, to be
able to offer a security dimension to QoS architectures, it
is important to find quantitative measures of security. In the
dependability community, methods for quantifying reliability,
availability and safety, are well-known and effective. By using
state space modelling methods, operational measures for the
system, such as mean time between failures (MTBF), mean
time to failure (MTTF) or mean time to first failure (MTFF),
can be computed. During the past decade, some research
on applying the dependability paradigm to security has been
performed, using an analogy between system failure and
security breach, aiming and attempting to quantify security
by calculating measures such as mean time to security com-
promise.

However, in contrast to failures, attacks may not always
be well characterized by models of a random nature. Most
attackers will act with an intent and consider the possible
consequences; satisfaction, profit and status versus effort and
risk of the actions before they act. This paper uses a game
theoretic approach to model the expected behavior of attackers
for use in stochastic modelling techniques.

The gain of using a game theoretic approach in a security
related context is twofold. Firstly, we believe it can provide

a more accurate model of the attackers’ expected behav-
ior, which can be used to assign more realistic transitions
probabilities in the stochastic models. Secondly, it may also
help administrators to find the optimal defense strategies of
a system and to calculate the expected loss associated with
different defense strategies. This work is a demonstration of
the former application.

In order to keep the focus on the game theoretic model,
issues relating to model parametrization is ignored. Therefore
only guessed values are used to demonstrate how the model
can be used to obtain quantitative measures.

II. RELATED WORK

There are several papers on quantification of security. In [7],
a first step towards operational measures of computer security
is discussed. The authors point to the lack of quantitative mea-
sures for determining operational security and relate security
assessment to the dependability domain. Quantitative measures
such as mean effort to security breach (MESB) are defined
and discussed. [12] presents a quantitative model to measure
known Unix security vulnerabilities using a privilege graph,
which is transformed into a Markov chain. The model allows
for the characterization of operational security expressed as
mean effort to security failure as proposed by [7]. Further, in
[10], [16] and [2] traditional stochastic modelling techniques
are used to capture attacker behavior and the system’s response
to attacks and intrusions. A quantitative security analysis is
carried out for the steady state behavior of the system.

Game theory in a security related context has also been
utilized in previous papers. In [1], a model for attacker and
intrusion detection system (IDS) behavior within a two-person,
nonzero-sum, noncooperative game framework is suggested.
The possible use of game theory for development of decision
and control algorithms is investigated. In [9], a game theoretic
method for analysing the security of computer networks is
presented. The interactions between an attacker and the admin-
istrator are modelled as a two-player stochastic game for which
best-response strategies (Nash Equilibrium) are computed. In
[8] a preliminary framework for modelling attacker intent,
objectives and strategies (AIOS) is presented. To infer AIOS
a game theoretic approach is used and models for different
threat environments are suggested.
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Based on the game theoretic work of [8], [1] and [9], a
method to model and compute the probabilities of malicious
user actions for use in stochastic models is suggested. To
demonstrate how to use the method, a real-world example of
an attack against a system is modelled, the optimal strategy of
the attack is calculated and, following the approach of [10], [2]
and [12], the quantitative measure mean time to first security
breach (MTFSB) is obtained for the system.

III. THE STOCHASTIC MODEL

Analogously to dependability analysis where system failure
is a concept denoting the system’s inability to deliver its
services, in the security community one often talks of security
breach; a state where the system deviates from its security
requirements. A security breach might accidentally be caused
by normal usage operation, but more likely by intentional
attacks upon the system. Such attacks on an operating com-
puter system can often be modelled as a series of state
changes of the system that lead from an initial secure state
to one or more target compromised states, i.e. security breach
states. A successful attack against the system may therefore
consist of many subsequent elementary attack actions. At each
intermediate stage of the attack, the attacker will therefore
have the choice of either

² Attack by performing the next elementary step in the
attack.

– If the attacker succeeds the system will be transferred
from state i to state i + 1.

– If the attacker fails the system will remain (tempo-
rary) in state i.

² Resign and interrupt the ongoing attack

– The system will be remain (temporary) in state i.

On the other hand, at each intermediate stage, the system
administrator may

² Detect the attack and bring the system back to a secure
state

– The system will be transferred from state i to state
0, hence, the attacker will not have the possibility of
continuing the attack.

This is illustrated in Fig. 1. In the model it is assumed that once
an attack is initiated, the attacker will never voluntarily try to
revert the system to any of the previous states. The model also
assumes there is only one single path to the security breach
state; a somewhat simplified view of reality.

A. Sojourn Time

Since the state transition model presented in Fig. 1 is
stochastic by nature, the calender time spent in each state
of the system model will be a random variable. The time or
effort taken for an attacker to cause a transition will depend
on several factors; the attacker’s knowledge and background,
robustness of the system etc. See e.g. [3] for a thorough
discussion on this topic and [6] for empirical data collected
from intrusion experiments. As mentioned in the introduc-
tion, to keep the focus on how to apply game theory in

attack action fails or 

attacker resigns in state i

attack action

succeeds

system detection and interruption 

of attack in state i

i
attack 

initiation

System

secure 

state

System 

security 

breach

Fig. 1. Penetration of a computer system modelled as a series of state changes

stochastic models, the differences between time and effort
and the problems regarding finding suitable distributions and
parameterizing the model will be ignored in this paper.

For simplification, we therefore model the time between
two subsequent attacks are initiated against the system as
an negatively exponentially distributed (n.e.d.) variable with
parameter λattack, i.e.

P (t) = 1− exp(−λattackt) (1)

Once an attack is initiated, the initial secure system will be
transferred into the subsequent state i = 1. As an attack has
been initiated, the time needed for the attacker to perform
the next elementary step of the attack when the system is in
state i, and the corresponding time needed for the system to
detect and interrupt the ongoing attack during state i, are also
modelled by the n.e.d, i.e.

Pattack(i)(t) = 1− exp(−λit) (2)

and

Pdetect(i)(t) = 1− exp(−¹it) (3)

respectively. Thus, 1
λi

and 1
¹i

will be the respective mean time
an attacker and the system spend in state i of the model before
causing a transition. The two ”competing” processes with rates
λi and ¹i representing the attacker and system actions in state
i can be merged into one Poisson process, hence, due to the
memoryless property of the exponential distribution, the state
transition model then will be transformed into a continuous
time Markov chain (CTMC) [14] with discrete state space,
formally described as:

{X(t) : t ≥ 0}, Xs = {0, 1, 2, .., n}. (4)

for which analytic analysis is possible. This model during the
given assumptions is displayed in Fig. 2.

In reality, there may be other types of distributions than the
negative exponential one, which are more suitable to model
the transitions of the stochastic model. However, to facilitate
analytic analysis the n.e.d. was chosen for all transitions in
the stochastic model.
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Fig. 2. A general stochastic model for penetration of a system.

B. Transition Probabilities

As previously mentioned, in each intermediate state i an
attacker has two possible choices of action; with probability
pi(a) he will decide to continue the attack and with probability
1−pi(a) he will resign and interrupt the attack. This decision
probability represents an important difference between de-
pendability and security analysis when using stochastic mod-
elling techniques. In traditional dependability analysis only
accidental failures are modelled; there is no human decision
involved in the occurrence of a failure, hence pi(a) = 1, for
all i. However, when modelling attacks rather than failures
one must keep in mind that an attacker will consider the
consequences of his actions and compare the possible payoff
versus the risk of each elementary attack action. An attacker
may therefore choose to interrupt an ongoing attack at a certain
stage or to not start the attack at all. Therefore, for each
transition representing an elementary step in the attack pi(a)
should be explicitly calculated.

To be able to bring the system closer to the security breach
state, an attacker not only has to decide upon an action, but he
must also succeed with the particular action. This probability
of success is denoted by pi(s) and is also included in the
stochastic model presented in Fig. 2.

Using the attacker’s and system’s action rates together with
the transition probabilities, the instantaneous transition rates
between the state i and i + 1 in the stochastic model can be
calculated as

qi,i+1 = pi(a)pi(s) · λi, (5)

and between state i and 0 as

vi,0 = ¹i (6)

As will be demonstrated in Section V, the instantaneous
transition rates can be used for quantitative security analysis
of the operating system.

IV. THE GAME MODEL

To determine the decision probabilities pi(a) game theory
can be used. (A formal definition is given in Appendix). If one
views each elementary attack action causing a transition in the
stochastic model as an action in a game, where the attacker’s
choices of action is based on intelligent considerations of
the possible consequences, then the interactions between the

strategy 

space

Game

attack 

strategy

defense 

strategy

System 

(security mechanisms)Attacker

strategy

space
play

Fig. 3. The interactions between an attacker and the system modelled as a
2-player static game

attacker and the system can be modelled as a 2-player static
game. This is displayed in Fig. 3

The complete action set for the game then includes the
attacker’s two choices of action together with the possible
consequences, i.e. for each state i:

² ai is the elementary attack action bringing the system
from state i to i + 1,

² ri is the resignation of the attack in state i,
² di represents that the elementary attack action ai will be

detected by the system.
² φi represents that the elementary attack ai action will be

undetected.

Hence, for each state i there is a game model G(i) defined by

N = {1, 2} = {attacker, system},

Ai = {ai, ri, di, φi},

ui =

di φi

ai ui1 ui2

ri ui3 ui4

(7)

where ui = {ui1, ui2, ui3, ui4} is the payoff received by the
attacker for each possible combination of action and response
from the system

For the game defined in (7) it is possible to use (18) in
Appendix to calculate the attacker’s expected payoff for a
choice of action

ui(ai) = p(di) · ui1 + p(φi) · ui2,

ui(ri) = p(di) · ui3 + p(φi) · ui4.
(8)

Since in most cases an attacker do not know the exact
probability that his action will remain undetected, game theory
says he should assume that his opponent (the system) is a
conscious player of the game which seeks to minimize the
attacker’s expected payoff [15], hence, the minimax solution
of the particular game G(i) can be calculated as

α∗
i = min

αi(di)
max
αi(ai)

{ui

(

αi(ai)
)

, ui

(

αi(ri)
)

} (9)

as defined in Appendix. In reality, since the reward experi-
enced by the attacker from an outcome rarely coincide with
the system’s loss, the game is usually not truly zero-sum.
However, defining payoff values for the system is irrelevant in
game models like these where the attacker is the only player
who is capable of making intelligent decisions.
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The minimax solutions α∗
i (ai) of the games G(i) for all

the elementary attack actions i = 1, .., (n − 1) represents
a complete attack strategy which has the property that, by
following it, an attacker will know that he has maximized his
expected payoff of the attack. This gives him a guarantee of
the result from the attack regardless of if one of his elementary
attack actions will be detected by the system or not; the ”no
regrets property” of game theory. Several experiments indicate
that this search for guarantees is a very strong motivator of
human behavior and assuming that the attacker population
targeting the system will make rational choices relative to their
objectives, the situation will in the long run naturally gravitate
towards the minimax solution (i.e. the Nash equilibrium)
[4], [15]. The minimax strategy will therefore indicate how
rational attackers will behave.

The attacker decision probability in state i of the stochastic
model can therefore be directly derived from the minimax
solution of the corresponding game as

pi(a) = α∗
i (ai) (10)

Note that, when α∗
i is the solution of a static game, it is only

correct to use (10) for the stochastic model as long as the
decision probability pi(a) depends on the current state i in
the stochastic model only (i.e. the Markov property holds).

V. QUANTITATIVE ANALYSIS

Returning to the stochastic model presented in Section III
and illustrated in Fig. 2, since the stochastic model is a
homogenous continuous time Markov chain [14], it is straight-
forward to determine the limiting probabilities of each state
in the model. By solving the equation system































PS0 · λattack = PS1 · (q12 + v10)

PS1 · q12 = PS2 · (q23 + v20)
...

PSn¡1 · qn¡1,n = PSn · vn0
∑

i=0..n PSi = 1

(11)

one can obtain an expression for PSn; the stationary prob-
ability of being in the security breach state. Now, one can
use traditional dependability techniques (see e.g. [13] or [5])
to compute quantitative measures of the system’s operational
security. Using the approach outlined in [5], the mean time to
first security breach (MTFSB) for our model can be computed
as:

MTFSB =
1− PSn

PSn · vn0
(12)

Hence, by parameterizing the model, solving (11) and using
(12), MTFSB can easily be obtained for the system. The
MTFSB measure provides the mean time it takes before
the system reaches its defined security breach state for the
first time. For a system, which starts in a initially secure
state, MTFSB will be a quantitative measure of the system’s
operational security when considering a certain kind of attack
posed upon the system.

As previously mentioned, using other types of distributions
than the n.e.d. will exclude many of the well-known methods
for analytic analysis of the model, however, simulation can
then be used to obtain the MTFSB for the system.

VI. APPLICATION

A. Example of an Attacker-System Game Model

A typical example of how an attacker may experience the
outcome of his two choices in state i is

ui =

di φi

ai ui1 ui2

ri ui3 ui4

=

detected undetected
attack −1 2
give up 0 −1

(13)
If the attacker chooses to perform the elementary attack action,
without being detected, he receives a positive payoff (ui2 = 2).
But if he performs the action and the system will detect this
kind of violation, he receives a negative payoff (ui1 = −1).
On the other hand, if the attacker chooses to resign the attack,
even though he would not been detected if he had tried, he
also receives a negative payoff (ui4 = −1). However, if he
chooses to resign when he would have been detected if he
tried, no payoff is received (ui3 = 0).

The attacker’s expected payoff ui(ai) as a function of the
probability αi(ai) of trying the attack action for this game
is illustrated in Fig. 4. The dashed line displays the expected
payoff when the system always detects the attack action (i.e.
αi(di) = 1) whereas the dotted line displays the expected
payoff if the system never detects the attack action (i.e.
αi(di) = 0). Hence, the strategy which provides the attacker
with the highest expected payoff is the minimax solution of
this game

pi(a) = α∗
i (ai) = 0.25 (14)

as indicated the Fig. 4 and verified by the Gambit software
tool [11].

B. Example of Quantification of an Attack

In a root privileges attack, an attacker tries to obtain root
access to a Unix or Linux system connected to a network.

0.2 0.4 0.6 0.8 1

�
i

�
ai �

-1

-0.5

0.5

1

1.5

2

ui
�
ai �

Fig. 4. The expected payoff for the game in Table 13.
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TABLE I

NUMERICAL VALUES FOR THE PARAMETERS OF THE MODEL IN FIG. 5

Parameter Value (s)

1/λattack 9.0 · 105

1/λ1 1.8 · 104

1/λ2 2.2 · 104

p1(s) 0.9

p2(s) 0.7

1/µ2 8.5 · 104

1/µ3 3.6 · 103

Assuming that the attacker is not an insider (a registered user),
one common way to gain root access is by

1) crack or sniff passwords to get access to local user
account

2) trigger a local exploit, e.g. the mremap() exploit on
Linux, to get root privileges

The stochastic model for this attack scenario is displayed
in Fig. 5. For security quantification the model has been
parameterized with the values indicated in Table I. To shorten
the example, the attacker’s payoffs for attack step 1 and 2 are
both assigned values as in the example (13) with the minimax
solution α∗

i (ai) = 0.25 (14), which gives p1(a) = p2(a) =
α∗

i (ai) = 0.25.
By inserting the values from Table I and solving the

equation system



















PS0 · λattack = PS1 · p1(a)p1(s)λ1

PS1 · p1(a)p1(s)λ1 = PS2 ·
(

p2(a)p2(s)λ2 + ¹2

)

PS2 · p2(a)p2(s)λ2 = PS3 · ¹3

PS0 + PS1 + PS2 + PS3 = 1
(15)

we obtain an expression for PS3 , hence, by using (12),
MTFSB for this type of attack is calculated as

MTFSB =
1− PS3

PS3 · ¹3
= ... = 2.555 · 106 (sec) ≈ 30 (days).

(16)
The MTFSB measure of 30 days reflects how long one can
expect that the system will remain secure from illegal root
access when attacked by non-registered users during the given
assumptions.

µ3µ2

p2(a)p2(s) � 2p1(a)p1(s) � 1� attack local

user
0

no 

privil.
root

Fig. 5. A stochastic model for obtaining root access of a Linux/Unix system.

VII. CONCLUSIONS AND FURTHER WORK

In this paper, game theory is suggested as a method for
modelling and computing probabilities of the expected behav-
ior of attackers in quantitative stochastic models of security.
One example of an attack against a system is modelled and
the operational measure ”mean time to first security breach”
(MTFSB) is computed for the attack.

The model presented here is very simple. Further work will
therefore include extending the game theoretic model with
different attacker profiles; not all attackers will experience
equal payoffs and some attackers tend to take more risks
than others. Models including more than one type of attack
and where there are more than one possible way to reach the
security breach state, resulting in more complex attack graphs,
will be developed. To avoid state space explosion in larger
models, the possibilities of using stochastic Petri nets as a
modelling and analyzing tool will be considered.

Regarding the game theoretic model, it is interesting to
note that if the attacker knows the probability of getting
caught at a certain stage of the attack, then there will always
be a pure strategy (either to always attack or to always
resign) that maximizes his expected received payoff. Also, in
cases where the attacker does not know the exact probability
of getting caught there might be other strategies than the
minimax solution which gives him a larger payoff. However,
as discussed in [15] when leaving the minimax strategy the
attacker looses his guarantee of expected payoff and taking
such risks seems contrary to human nature!

Furthermore, it can be argued that the players in this game
(the attackers) may be unaware of, or ignore, the fact that they
are playing a repeated game, hence, statistics of attacker be-
havior may not always converge to equilibrium in practice. A
”one-shot game” with a pure minimax solution may therefore
in many cases be more appropriate for modelling expected
behavior of attackers. Whether the game model presented in
this paper gives a realistic model of real world security related
attacks will require further research including validation of the
model against empirical data.
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APPENDIX

GAME THEORY

Formally, a static n-player game in strategic form with complete informa-
tion is a 3-tuple (N, {Ak}k∈N , {uk}k∈N ). The game consists of

• a set of players: N = 1, ...., n,
• the action (strategy) spaces of players: Ak ,k = 1, .., n where Ak is

the set of all available actions to player k. The outcome space is then
defined as A = ×k∈NAk = {(a1, .., an) : ak ∈ Ak, k = 1, .., n}
and is thus nothing but an action profile.

• the payoff function of players: uk : A → R, k = 1, .., n}

If N and Ak are finite, the game is called finite. In particular, if the game is
played by only two players (N = {1, 2}) exactly four pieces of information
is needed to uniquely define the game: (A1, A2, u1, u2).

A (pure) strategy for a player is a choice of action from his set of available
actions, whereas

Definition 1 A mixed strategy αk for player k, is a probability distribution
over his set of available actions, Ak , i.e. if player k has m actions

available, a mixed strategy is an m dimensional vector

(α1k, α
2
k, .., α

m
k ) such that α

β
k
≥ 0 for all β = 1, 2, .., m, and

m
∑

β=1

α
β
k

= 1

(17)

Hence, αk(aβ
k
) is the probability that player k will take action a

β
k

.
The payoff function maps the action profile of a player to the corresponding

consequence (reward or loss) experienced by the player. If each outcome
a ∈ A occurs with probability p(a), then the expected payoff of player k is

uk(p) =
∑

a∈A

p(a)uk(a) (18)

In a nonzero-sum game, a rational player will always try to maximize her own
expected payoff from the game. The choice of ak that maximize player k’s
expected payoff over her action space Ak is called the player’s best response
action. The decision making of player k in a game then becomes

max

ak∈Ak

uk(ak, a−k) (19)

where a−k is the action choice of the other players, unknown by player k.

Definition 2 The best response correspondence of player k is the set of
mixed strategies which are optimal given the other player’s mixed strategies.

In other words:

Bk(α−k) = arg max
αk∈∆(Ak)

uk(αk, α−k) (20)

Definition 3 A mixed strategy equilibrium (Nash equilibrium) of a game
G in strategic form is a mixed strategy profile (α∗

1, .., α
∗
n) such that, for all

k = 1, .., n

α
∗

k ∈ arg max
αk∈∆(Ak)

uk(αk, α
∗

−k) (21)

or

α
∗

k ∈ Bk(α∗

−k) (22)

In a zero-sum two-player game where one player’s gain is the other player’s
loss the Nash equilibrium of the game is also called the minimax solution of
the game.
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A technique for modeling and analysis of Common Criteria
security environments and security objectives

Jussipekka Leiwo

Abstract— Common Criteria provides a standardized and internation-
ally recognized framework for developing high assurance ITsecurity
products. As part of the Security Target, developer specifies security
objectives for the product and for the intended operationalenvironment of
the product. Being textual artifacts, specifications are often intuitive and
hard to assess for semantical correctness. While fulfillingthe Common
Criteria requirements for content and presentation, they fail to appro-
priately capture the security problem addressed. A modeling technique
shall be proposed for defining security environments. Applicability of the
proposed technique shall be demonstrate by using it to assess the well
known Secure Signature–Creation Device Protection Profile.

Index Terms— Common Criteria, Security specifications, Security spec-
ification analysis, Secure Signature-Creation Device

I. I NTRODUCTION

European Union Directive 1999/93/EC [8] states the requirements
for member states to adapt national legislations so that digital
signatures on electronic documents are recognized as equivalent to
hand written signatures on paper documents. A Common Criteria [1],
[2], [3] Protection Profile for Secure Signature-Creation Devices [14]
(SSCD PP) has been approved as a technical annex to the directive [7]
so any device evaluated to meet the SSCD PP that implements a set
of approved signature computation algorithms (enumerated in [9])
must be approved as a valid SSCD in any member state. Member
states may set additional criteria for nationally approved SSCDs but
these devices are not necessarily approved in other member states.
Signatures computed with a device approved in any member state,
however, must be recognized in all member states.

An evaluated product conforming to a Protection Profile (PP) must
preserve each security objective, implement security functionality to
address each security functional requirement (SFR), and provide as-
surance evidence to demonstrate that the product meets the evaluation
assurance level (EAL) defined in the Protection Profile. In addition
to meeting the requirements for content and presentation stated in as-
surance classAPE: Protection Profile Evaluation, a protection profile
should be unambiguous to facilitate specification of Security Targets
(ST) that capture both the letter and the intent of the protection
profile. SSCD PP is evaluated and certified to meet Common Criteria
requirements and a number of conformant smart cards have been
engineered by major manufacturers. A rigorous analysis, however,
exposes inadequacies in the SSCD PP and demonstrates that many
interpretations the developer must make when designing a ST are
not obvious from the PP. Therefore, it is possible for a developer
to engineer a smart card that is evaluated to meet the SSCD PP but
that fails to preserve the intended security objectives of a Secure
Signature-Creation Device.

An analysis demonstrates inadequacies in the SSCD PP and in
the Common Criteria treatment of assets and security objectives.
Security objectives are fundamental to a security evaluation of a
product as they define the scope of evaluation, hence must be kept
to the minimum to facilitate cost efficiency, but also allow developer
to change the focus of risk analysis to security requirements and
measures to prevent foreseeable threats. While Security Functional
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Fig. 1. Security countermeasures and assurance

Requirements appear as most complex PP or ST specification, an ex-
perienced developer can define them in a reasonably straightforward
manner given well stated security objectives. Therefore, the focus of
this analysis is on the security objectives. Alternative specifications
are suggested for the SSCD PP and extensions to Common Criteria to
increase accuracy of evaluations. Many dilemmas originate from the
peculiarities of Common Criteria and are not specific to the SSCD
PP. In addition to strengthening Common Criteria, findings also assist
in any Protection Profile or Security Target specification and provide
insights to the development of a SSCD.

II. BACKGROUND

A. Security and assurance

Practical attacks against products and systems are usually against
design and implementation of security techniques, not against number
theoretical or other abstract properties of the techniques. Conse-
quently, claims about the security of products and systems can
not only be made with respect to security techniques implemented.
Security technique specifications must be supported by claims on
assurance that can be assessed to estimate the trustworthiness of
a product or system. Claims are statements of the rigor to which
specified assurance techniques are applied in the development of
security features of a product or system (Fig. 1).

Consider a device for computing digital signatures required to pre-
serve confidentiality and integrity of private keys stored on the device
and to compute unforgeable signatures. Not only must cryptographic
algorithms and parameters (key sizes, padding methods, etc.) be
recognized but convincing assurance evidence must be produced by
the developer to demonstrate that the device is engineered in a manner
that key storage and signature computation are free from obvious
vulnerabilities. Assurance evidence demonstrates, for example, that
security requirements are properly formulated and capture the essence
of security for the product, that analysis and design documents
correctly and comprehensively capture those requirements and are
revised into an appropriate implementation, that thorough functional
and security testing is performed, that development environment is
such that attempts to implant malicious code to the product are
likely to be detected, that delivery procedures convince clients of
receiving an authentic product that can be booted in a secure state,
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that guidance for administrators and end users is comprehensive and
that the product is assured to remain in a secure state if the guidance
is followed.

Any disciplined engineering methodology may produce appropriate
assurance evidence [13] but standards for assurance exist. Assurance
may concern correctness or suitability of a product and may focus
on the deliverables, processes or operational environment. From
assurance techniques focusing on the correctness and suitability of
deliverables, i.e. final product and associated documentation, various
evaluation criteria are most widely applied.

Common Criteria (CC, [1], [2], [3]) is completed by a Common
Evaluation Methodology (CEM, [5], [6]) and recognized through
international arrangements [4], [12]. While more countries ratify
recognition arrangements for Common Criteria. more Protection
Profiles are specified, and more products are evaluated, it is safe to
consider Common Criteria as a globally recognized assurance stan-
dard suitable for a framework in academic studies. Some familiarity
with Common Criteria is expected from reader and an introduction
to basic concepts is omitted due to space constraints.

Requirements for a PP are stated in assurance classAPE: Pro-
tection Profile Evaluationand for a ST in assurance classASE:
Security Target Evaluation. They dictate in detail the content and
presentation of a PP or ST and are quite identical. Developer performs
a risk analysis and document the results in the statement of the
TOE security environment. Security Environment is a specification
of the context and environment of the intended use of the TOE
and a statement of assumptions under which the TOE is secure,
threats that must be countered by the security functionalities of
the TOE, and organizational security policies that must be enforced
in the operational environment to facilitate secure operation of the
TOE. Security objectives are defined to counter the foreseeable
threats. Security functional requirements are identified to constitute
the security functionality required to preserve the security objectives
and the EAL chosen. A TOE Summary Specification is established
to characterize the security functions and assurance measures of the
TOE and an optional justification of Protection Profile claims given.

B. Security environment and security objectives

Security environment specification must meet the requirements of
assurance familyASEENV.1 and security objectives specification
must meet the requirements of assurance familyASEOBJ.1. Security
environment specification must state assets protected by the TOE and
subjects interacting with the TOE. It must then include a statement
of assumptions, threats and organizational security policies (OSP)
relevant to the TOE.

Security objectives are defined for the TOE and for the environment
of the TOE. The environment consists of the IT-environment and
non-IT environment of the TOE. IT environment refers to any
IT devices or systems relevant to secure operation of TOE, for
example, a certificate generation application (CGA) that produces
qualified certificates. Non-IT environment refers to processes and
tasks carried out by human users of the TOE that affect the ability
of the TOE to preserve it’s security objectives. For example, an
objective may state that a suitable training and guidance is given to
the parties operating the TOE or IT-environment thereof. Developer
also provides a security objectives rationale to demonstrate that the
defined security objectives are relevant to the TOE and suitable to
cover identified threats.

The content and presentation requirements for security environ-
ment and security objectives are identical for Protection Profiles and
Security Targets. However, the idea is that a ST extends a PP by
taking the elements defined in the PP as a baseline and adding compo-
nents as relevant to the specific TOE and implementation technique.

For conformance to a PP, security environment and security objectives
are often incorporated to a ST without modifications. If no suitable
PP exists, then ST developer has to define the security environment
and security objectives from scratch for the particular TOE only.

C. Secure Signature-Creation Device Protection Profile

The particular concern is a SSCD Type 3, a device that can
generate cryptographic key pairs and compute undeniable digital
signatures. For technology independence, the directive and SSCD PP
discuss electronic signatures and advanced electronic signatures but,
in practice, digital signatures are the only technique to implement
advanced electronic signatures. A SSCD Type 3 conformant to the
SSCD PP concerns with the protection of the following assets.

• Signature Creation Data (SCD) refers to the private key used
to perform an electronic signature generation. Confidentiality of
the SCD must be maintained.

• Signature Verification Data (SVD) is the public key linked to
the SCD and used to perform an electronic signature verification.
Integrity of the SVD when exported to the Certificate Generation
Application (CGA) must be maintained.

• Data To Be Signed (DTBS) and representation therefore rep-
resents the set of data, or its representation internal to the
TOE, which is intended to be signed. Integrity of the data and
representation must be maintained.

• Verification Authentication Data (VAD) is the PIN code or
biometrics data entered by the end user to perform a signature
operation. Confidentiality and authenticity of the VAD must be
preserved as needed by the authentication method employed.

• Reference Authentication Data (RAD) is the reference PIN
code or biometrics authentication reference used to identify and
authenticate the end user. Integrity and confidentiality must be
maintained.

• Signature-creation function of the SSCD using the SCD, quality
of which must be maintained so that it can participate to the
legal validity of electronic signatures.

• Unforgeability of electronic signatures computed with a SSCD
using SCD must be assured.

The practice of naming assets is not as precise as the practice of
naming other ST artifacts. To clarify the analysis by indicating that
certain artifacts refer to these particular assets, above assets are named
AST.SCD, AST.SVD, AST.DTBS, AST.VAD, AST.RAD, AST.SIG
and AST.ES, in a corresponding order, in the subsequent analysis.
More precise definitions are suggested in Sec. IV.

The following security objectives, to which alternative definitions
are suggested in Sect. IV, for the TOE must be preserved:

OT.EMSECDesign Physical emanations security
OT.Lifecycle Security Lifecycle security of the TOE
OT.SCDSecrecy Secrecy of the signature-creation

data
OT.SCDSVD Corresp Correspondence between SVD and SCD
OT.SVD Auth TOE TOE ensures authenticity of the SVD
OT.TamperID Tamper detection
OT.TamperResistance Tamper resistance
OT.Init SCD/SVD generation
OT.SCDUnique Uniqueness of the signature-creation

data
OT.DTBS Integrity TOE Verification of the DTBS-representation

integrity
OT.Sigy SigF Signature generation function for the

legitimate signatory
OT.Sig Secure Cryptographic security of the

electronic signature
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Since assumptions and OSPs are not in the core of the analysis,
they are omitted. Only exception is P.SigySSCD that is relevant to
the analysis as association of it to any aspect of a security objective
concerned with SCD/SVD generation facilitates merging of OT.Init
with OT.EMSECDesign and OT.SCDSecrecy.

Threats that a SSCD Type 3 must counter are stated in the
following. Relationship of objectives and security environment is
given in the security objective rationale of the SSCD PP.

T.Hack Phys Physical attacks through the TOE interfaces
T.SCD Divulg Storing, copying, and releasing of the

signature-creation data
T.SCD Derive Derive the signature-creation data
T.Sig Forgery Forgery of the electronic signature
T.Sig Repud Repudiation of signatures
T.SVD Forgery Forgery of the signature-verification data
T.DTBS Forgery Forgery of the DTBS-representation
T.SigF Misuse Misuse of the signature-creation function

of the TOE

D. Modeling Common Criteria Security Targets

Schemes for developing trustworthy products using the Common
Criteria as a framework have been proposed (e.g. [10], [11], [15],
[16]) but none of them provides concrete tools for developers to meet
the Common Criteria requirements for the content and expression
of assurance artifacts. A technique is proposed herein to model the
security environment and security objectives of a TOE as specially
interpreted UML use case diagrams. The technique allows expression
of ST artifacts using semiformal style and requires a systematic
treatment of protected assets and subjects interacting with the system
as part of a ST. The technique also assists, as is demonstrated in
this paper, in analyzing Protection Profiles and Security Targets as
developer is directed towards clear and consistent diagrams.

III. M ODELING TECHNIQUE

A. Diagram specification

Security environment is modeled as a UML use case diagram.
Use case diagrams are used for modeling system functionality at a
very high level of abstraction and for defining the system boundaries
and external systems and actors that area active within the context.
The following interpretations of use case diagram artifacts enable
modeling of the security environment:

1) Assets are represented as actors. Each asset ’acts’ in the
context of a security objective that concerns that asset. It is
recommended to follow a specific notation of a prefix and name
in the naming of actors representing assets. Each asset can be
included in the diagram by name only but the diagram must be
supported by a data dictionary where full descriptions of assets
are given.

2) Subjects are represented as actors as is common practice in use
case diagrams. It is recommended to follow a specific notation
of a prefix and name in the naming of actors representing
subjects.

3) Devices that constitute the IT-environment of the TOE are rep-
resented as actors. This is as in common use case diagrams. It
is recommended that each external device is uniquely identified
with a prefix that indicates that the particular actor is an external
IT-device and a name.

4) Each assumption and OSP is represented as an actor. It is
recommended that each item is uniquely identified with a prefix
that indicates that the particular actor is an assumption or OSP
and a unique name. Actors representing assumptions are not

associated to those use cases that represent security objectives
for the TOE but to those that represent security objectives for
the environment. As devices constituting the IT-environment are
modeled as actors, the assumptions and policies can not directly
relate to external IT devices. Instead, they are associated to
security objectives for the environment that are also associated
to actors representing IT-environment but are outside the system
(i.e. TOE) boundary. This is an important restriction as each
security objective for the TOE must be addressed by security
functional requirements with a possible support of OSP’s and
only security objectives for the environment of the TOE can be
addressed (fully or partially) by assumptions.

5) Use cases associated to actors representing assets repre-
sent generic security objectives for the TOE or for the IT-
environment of the TOE. It is recommended that the objectives
are uniquely identified with a prefix that indicates whether it
is an objective for the TOE or for the environment. Security
objectives need not be fully defined as definitions can be
derived from the model depending on which aspects of the
objective are included. Generation of the definition from the
design of security objectives shall be demonstrated in Sect.
III-B. Generic security objectives should not be associated to
actors representing subjects as they are further refined with
aspects of security objectives accessible to subjects.

6) Includes-relationship illustrates the refinement of a security
objective into aspects of the generic objective that are preserved
by the TOE or IT-environment of the TOE. The naming,
in order to facilitate derivation of meaningful definitions of
security objectives, should be possible actions taken on the
asset subject to generic security objective. Subjects and external
IT-devices are associated to aspects of generic objectives as
relevant.

7) Extension points are used to define the threats for each aspect
of the security objective. Threat naming should follow the
uniqueness conventions. While the generic security objectives
for the TOE should not contain extensions points to facilitate
configuration of that generic objective with different aspects
depending on the intended use, each refinement of a generic
security objective should be self-contained.

8) System boundary is expressed using the common use case
notation as a rectangle separating the use cases from actors. In
this case, the use cases representing security objectives for the
TOE are also separated from use cases that represent security
objectives for the IT environment of the TOE.

B. Generation of evaluation artifacts

Common Criteria requires that evaluation artifacts are unambigu-
ously defined and the relationships between artifacts demonstrated.
While definitions are given in the security environment specification,
relationship tracings are usually given in the rationale. In this case,
the rationales of interests are the security objective rationale covered
by the following assurance elements:

1) ASEOBJ.1.2DThe developer shall provide the security objec-
tives rationale.

2) ASEOBJ.1.2CThe security objectives for the TOE shall be
clearly stated and traced back to aspects of the identified threats
to be countered by the TOE and/or organizational security
policies to be met by the TOE.

3) ASEOBJ.1.3C The security objectives for the environment
shall be clearly stated and traced back to aspects of identified
threats not completely countered by the TOE and/or organiza-
tional security policies or assumptions not completely met by
the TOE.

NORDSEC 2004 47



4) ASEOBJ.1.4CThe security objectives rationale shall demon-
strate that the stated security objectives are suitable to counter
the identified threats to security.

5) ASEOBJ.1.5CThe security objectives rationale shall demon-
strate that the stated security objectives are suitable to cover all
of the identified organizational security policies and assump-
tions.

In practice this means that the relationship of security objectives
to threats, assumptions and OSP’s must be demonstrated. A cross-
tabulation is a common way to demonstrate the relationship and, after
demonstrating the derivation of a definition for security objectives we
shall demonstrate ho the use case for the security environment can
be used for deriving the tracings for the rationale.

1) Definitions of security objectives:Assuming that exists a
suitable definitions for assets in the data dictionary, definitions for
security objective can be derived by concatenating the asset definition
with the names of all the included aspects (named in a suitable
manner) of the security objective (and the aspects related to those
aspects) included in the diagram separated by suitable key words.

2) Derivation of tracings for rationale:One of the advantages of
the proposed technique is that it facilitates semi-formal modeling of
the definition of security. While the formality of assurance evidence
for evaluated products increases from informal to semi-formal and
formal once the evaluation assurance level increases, the assurance
requirements for ST remain unchanged independently of the claimed
evaluation assurance level. While bringing the modeling aspects to
the security environment (and further to the entire ST) it is possible
to subject ST to the same increase in rigor of modeling that the
development assurance artifacts, namely the security policy model,
high-level design and low-level design, as well as their correspon-
dence evidence, and gain further assurance of appropriateness of
design artifacts relative to the ST definitions. This is also likely to
simplify the ST authoring. A significant portion of a ST consists of
the rationale demonstrating appropriateness and correspondence of
specifications.

While the semiformal model of security environment and security
objectives acts as a tracing tool between security environment and
security objectives, especially from security objectives to security
environment, the inverse direction is not as obvious from the diagram
(several threats, assumptions and policies may be relevant to more
than one security objective, each security objective possibly being
expressed in a separate diagram) so it may be, depending on the
requirements of the national scheme, necessary to generate more
unambiguous mappings from the security environment diagram. Such
tracings are often expressed as a matrix of objectives and security
environment artifacts. Such tracing matrix can be produced from the
diagram in a straightforward manner:

1) Each security objective for the TOE and each security objective
for the IT environment of the TOE is included as a row in a
matrix.

2) Each threat, assumption and OSP is included in the column of
the matrix.

3) For each aspect of each security objective for the TOE, an
indication is included in the corresponding node in the matrix
is the threat is relevant to that aspect.

4) For each security objective for the IT environment of the TOE,
an indication is included in the corresponding node if that
threat, assumption or OSP is relevant to that objective.

C. A Modeling exercise

OT.EMSECDesign (Fig. 2) must be preserved during generation
of SCD/SVD pairs (ASP.KEYGEN) and during computation of

AST.SCD

OT.EMSEC_Design

ASP.KEYGEN

T.Hack_Phys: 

T.Sig_Forgery: loc

P.Sigy_SSCD: 

ASP.SIGN

T.Hack_Phys: 

T.Sig_Forgery: 

OSP.LEGAL

T.Sig_Repud: 

EXT.CGA

AST.ES

EXT.SCA

AST.EMSEC_Data

<<include>>

<<include>>
<<include>>

Fig. 2. OT.EMSECDesign

AST.SCDAST.SIGAST.SVD AST.RAD AST.ES

OT.Lifecycle_Security
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T.Sig_Repud: 

Personalization

T.Sig_Forgery: 

T.SVD_Forgery: 

Regeneration

T.SigForgery: 

Operation

T.Sig_Repud: 

T.SigF_Misuse: 

EXT.SCA EXT.CGA

<<include>>

<<include>>

<<include>>

<<include>>

EXT.INIT

Fig. 3. OT.Lifecycle-Security

digital signatures (ASP.SIGN). Since it appears that asset AST.ES
is related to OT.EMSECDesign, aspect ASP.LEGAL (”preserv-
ing the legal validity of electronic signatures”) is included. This
helps to differentiate threats against technical device (T.HackPhys
and T.SigForgery) from threats against the PKI infrastructure
(T.Sig Repud). Asset AST.EMSECData is created to represent the
electromagnetic emanations generated during computation. The em-
anations must be such that no information about the AST.SCD can
be deduced by recording and analyzing them. Radiation, however,
is not a property of the key but the computation device and, while
the inability of an attacker to correlate emanations protects SCD, the
actual asset is non-correlation of electromagnetic emanations.

OT.Lifecycle Security (Fig. 3) concerns with AST.SCD but se-
curity objectives rationale indicates that only T.SigForgery and
T.SigRepud are relevant. On the other hand, the objective by def-
inition concerns with initialization, personalization, operation and
re-generation of the TOE. Initialization concerns with downloading
the TOE to the smart card and configuring the file structure or
equivalent. Personalization concerns with generation of SVD/SCD
pair and RAD and with export of SVD to the CGA. Operational phase
concerns with all aspects of signature function, and regeneration with
secure destruction of SCD and generation of a new SVD/SCD pair.
An additional threat concerned with residual information could be
considered but it is assumed that T.SigForgery definition is extended
to cover reconstruction of AST.SCD from any residual information.
T.SigRepud may be considered relevant to aspect ”initialization” as
inappropriate initialization may facilitate repudiation of signatures.
Remote trusted IT product EXT.INIT representing the facility ini-
tializing the TOE (prior to personalization) is included to align the
environment of the TOE with the security objective definition.
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OT.SCD_Secrecy
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Fig. 4. OT.SCDSecrecy

OT.SCD_SVC_Corresp

ASP.DEMAND

T.SIgForgery: 

EXT.SCA

ASP.LEGAL

T.Sig_Repud: 

AST.CORRESP

<<include>>
<<include>>

Fig. 5. OT.SCDSVD Corresp

Relevance of AST.SVD, AST.RAD, AST.SIG and AST.ES to
OT.Lifecycle Security also implies relevance of T.SigFMisuse and
T.SVD Forgery. Yet, initialization is unclear as no threat is directly
relevant. Threat T.SIGIntegrity could be defined to indicate an
attempt to modify AST.SIG prior to operational life-cycle phase.
Amending the PP with TOE specific operations is, however, left to
the developer. Initialization is also concern of assurance classesADO:
Delivery and OperationandALC: Life-cycle securitythat are highly
TOE and development environment specific. ST must define security
objectives additional to those defined in the PP to counter, by suitable
SFRs, threats specific to the TOE life-cycle.

OT.SCDSecrecy (Fig. 4) concerns with AST.SCD but it is not
clear whether it is relevant for AST.SCD used for signature creation
during storage or during signature creation only. Security objective ra-
tionale indicates that T.HackPhys, T.SCDDivulg, T.Sig Forgery and
T.Sig Repud are relevant. Since T.SigRepud concerns with AST.ES
and T.SCDDivulg refers to release of SCD during generation, storage
and use, AST.ES and AST.SVD are relevant. The latter because
if SCD/SVD is of low quality, SCD may be divulged from SVD.
OT.SCDSecrecy must, to cover T.SCDDivulg, be preserved during
generation and use of keys. A strict interpretation of OT.SCDSecrecy
allows omitting the possibility of violation during key personalization
and T.SVDForgery shall not need to be considered relevant. This also
implies that ASP.KEYGEN is not associated to the CGA which may
have implications on the trustworthiness of key generation as SVD
is not passed to CGA immediately after generation. This may also
have legal implications in some member states. OT.EMSECDesign
and OT.SCDSecrecy appear identical but differ by the association to
different assets.

OT.SVD_Auth_TOE

Export

T.SigForgery: 

T.SVD_Forgery: 

EXT.CGA

ASP.LEGAL

T.Sig_Repud: 

AST.SVD

<<include>>

<<include>>

Fig. 6. OT.SVDAuth TOE
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T.Sig_Forgery: 

AST.SIG
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<<include>>

ASP.RESIST

T.Hack_Phys: 

<<include>>

EXT.INTERFACE

Fig. 7. OT.TamperID

OT.SCDSVD Corresp (Fig. 5) requires specification of
AST.CORRESP (”Correspondence of SCD and SVD”).
Demonstration of correspondence does not concern with AST.SCD
or AST.SVD but with the correspondence of those which can not
be easily encoded into specifications of AST.SCD and AST.SVD.
Correspondence must be verified on demand but the security
objective rationale indicates that T.SigForgery and T.SigRepud
are relevant. This implies that aspect ASP.LEGAL is relevant
but verification on demand must be interpreted by developer.
SSCD PP [14, Ch.5.1.5] defines security functional requirement
FPT AMT.1: Abstract Machine Testingthat is relevant but does not
provide further details of intention. ST developer must implement
a selection of when the tests, some of which could verify the
correspondence, are executed, for example upon explicit requestby
cardholder or by automated verification upon signature computation
or SCD generation. This is highly implementation dependent and
can not be encoded into the PP in a more general manner. Therefore,
aspect ASP.DEMAND is included in the diagram but actual ST
specifications may be significantly different.

Interpretation of OT.SVDAuth TOE (Fig. 6) is straightfor-
ward. Relevance of T.SigRepud, however, requires inclusion of
ASP.LEGAL but T.SigForgery can be considered relevant to as-
pect ”Export”. OT.TamperID (Fig. 7) can also be interpreted in a
straightforward manner. Aspects ASP.DETECT and ASP.LIMIT are
derived from the definition. Relevance of T.SigRepud is unclear but
can be considered countered if potential attacks can be contained to
not violate AST.SIG. OT.TamperResistance is similar OT.TamperID
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Fig. 8. OT.DTBSIntegrity
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Fig. 9. OT.SigySigF

and is incorporated as an aspect of OT.TamperID.
Only P.SigySSCD is relevant to OT.INIT, none of the threats, so it

can be addressed by security objectives including aspect SP.KEYGEN
and ”Initialization”. OT.SCDUnique can be incorporated into ob-
jectives that concern with the generation of SCD/SVD pairs and
incorporates aspect ASP.LEGAL. Threats relevant to ASP.LEGAL
can be amended with T.SCDDerive to indicate that the uniqueness
of keys and inability to derive SCD from SVD as is a requirement
for the legal validity of electronic signatures.

OT.DTBS Integrity TOE (Fig. 8) concerns protection of
AST.DTBS during receipt from SCA and during any internal
TOE transfer. OT.SigySigF (Fig. 9) requires several interpretations.
Asset AST.SIGAC (”Legitimacy of access to signature function”)
is created to differentiate access to from the integrity of signature
function (AST.SIG). Legitimacy of access and confidentiality of
SCD (AST.SCD) must be preserved during cardholder verification
(ASP.ID) and granting access to SCD (ASP.ACC). Both threats
relevant to OT.SigySigF are relevant to both aspects.

OT.Sig Secure can be considered as incorporated into the com-
bination of security objectives that concern with the quality of
cryptographic keys and the secrecy of keys during key generation
and use for signature generation. It is questionable whether a separate
security objective is required to further highlight the trustworthiness
of signature function and parameters for signature computation. Trust-
worthiness of algorithms and parameters is assured by implementing
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Fig. 10. Proposed security objectives of a SSCD

an appropriate subset of those defined in [9] and is hard to be
coded into a PP. Alternatively, OT.SigSecure could be defined as
a policy mandating use of approved algorithms and parameters when
computing signatures and to associate that policy to all security
objectives including ASP.SIGN.

IV. F INDINGS ON SSCD PP

Figure 10 illustrates a combined diagram for all security objectives
of a SSCD Type 3, revised based on the above analysis. An additional
aspect ASP.PREV is added to OT.SigySigF to further highlight the
stringency of access controls. To preserve clarity of the diagrams,
acronyms are used for the naming of assets and aspects that can not
be described with one or two words (Fig. 11).

Policies and assumptions (the latter of which are only relevant to
security objectives for the environment excluded from the analysis)
are omitted from the diagram illustrating the proposed changes to the
SSCD PP to focus on the objectives and threats. Proposed changes
also require changes in the security objectives to security environment
tracings as part of the security objectives rationale. As no new
threats are introduced or existing ones omitted, no major changes
are expected to the security functional requirements of the PP but
the relevant of different SFRs to security objectives and the related
suitability claims change significantly.

The diagram can be used for generating also tracings of security
objectives to the security environment as part of the security objec-
tives rationale of a ST or PP. Statements of suitability of security
objectives, also required from the security objectives rationale, can
be generated from the diagram given an additional data dictionary
defining threats. Definitions of revised security objectives are, based
on the above analysis of the SSCD PP, argued to be more precise
and accurate, and less prone to duplicates than the original ones. The
following definitions are derived for revised security objectives:

1) OT.EMSECDesignConfidentiality and integrity of the Signa-
ture Creation Data (SCD), unforgeability of Electronic Sig-
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Assets:
AST.DTBS Integrity of Data To Be Signed (DTBS) and

representation thereof
AST.ES Unforgeability of Electronic Signatures (ES)
AST.EMSECData Non-correlation of electromagnetic radiation
AST.SCD Confidentiality and integrity of the Signature

Creation Data (SCD)
AST.SIG Authenticity and integrity of signature

computation function
AST.SVD Authenticity of Signature Verification Data
AST.SIG AC Legitimacy of access to signature function
AST.CORRESP Correspondence of SCD and SVD

Aspects of security objectives:
ASP.LEGAL Preserving the legal validity of electronic

signatures
ASP.SIGN Computation of digital signatures
ASP.KEYGEN Generation of SCD/SVD pairs
ASP.DEMAND Demand by an authorized party
ASP.RECEIPT Receipt of DTBS from SCA
ASP.ID Cardholder ID verification
ASP.ACC Granting access to SCD
ASP.PREV Preventing access to SCD from unauthorized parties
ASP.DETECT Detecting an attempted physical attack
ASP.RESIST Resisting an attempted physical attack
ASP.LIMIT Limiting the exposure of sensitive data during

an attempted physical attack

Fig. 11. Data dictionary for the proposed security objectives for a SSCD PP

natures (ES), and non-correlation of electromagnetic radiation
are protected during preserving the legal validity of electronic
signatures, computation of digital signatures and generation of
SCD/SVD pairs.

2) OT.SCDSecrecyConfidentiality and integrity of the Signature
Creation Data (SCD), unforgeability of Electronic Signatures
(ES) and authenticity of Signature Verification Data (SVD)
are protected during preserving the legal validity of electronic
signatures, computation of digital signatures and generation of
SCD/SVD pairs.

3) OT.LifecycleSecurity Authenticity of Signature Verification
Data (SVD) and authenticity and integrity of signature com-
putation function are protected during TOE Initialization, TOE
Personalization, TOE Operation and SVD Regeneration.

4) OT.TamperID Authenticity and integrity of signature com-
putation function is protected during Detecting an attempted
physical attack, Resisting an attempted physical attack and
Limiting the exposure of sensitive data during an attempted
physical attack.

5) OT.SCDSVDCorresp Correspondence of SCD and SVD is
protected during demand by an authorized party.

6) OT.DTBSIntegrity TOE Integrity of Data To Be Signed
(DTBS) and representation thereof is protected during Receipt
of DTBS from SCA and Internal transfers.

7) OT.SigySigF Legitimacy of access to signature function is
protected during cardholder ID verification, granting access to
SCD, and preventing access to SCD from unauthorized parties.

Main benefits of the diagrammatic modeling of security objec-
tives is, not surprisingly, gained by clarifying the most complex
security objectives, OT.EMSECDesign, OT.LifecycleSecurity, and
OT.SCDSecrecy. Some duplication of security objectives were also
removed and some irregularities in the scope of objectives made
uniform by combining OT.TamperID and OT.TamperResistance.
Several of the ambiguities with the SSCD PP resulted from lack of

clarity in asset definitions. This suggests that a more stringent treat-
ment of assets in Protection Profiles and Security Targets might assist
developers and produce further assurance on the appropriatenessof
PP and ST specifications of security environment.

V. FINDINGS ON COMMON CRITERIA

Ambiguities in the SSCD PP are partially caused by inappropriate
treatment of assets. Security environment of a PP or ST requires
identification of assets but does not mandate on analysis on the
suitability of security objectives to protect those assets. Threats may
be stated with respect to assets they may violate but such treatment is
not mandated by Common Criteria. Consequently, the findings from
the analysis suggest enhancement of the Common Criteria treatment
of assets.

Assurance classesAPE:Protection Profile Evaluationand ASE:
Security Target of Evaluationcan not be extended as simply as
assurance classes constituting the evaluation assurance levels. Confor-
mance claims that allow extended and augmented EALs ([1, Ch.5.4])
are only relevant to the evaluation of TOE, not to the evaluation of
PPs or STs. Consequently, there is no formal support in the Common
Criteria for extending PP and ST evaluation. Developer may express
and justify the extensions to the treatment of assets in the introduction
of the ST but evaluators are not required to include those extensions in
the evaluation reports and verdicts. Therefore, extending the treatment
of assets requires also extending the philosophy of PP and ST
evaluation. This is subject to approval from the CC International
Management Board (CCIMB) but suggestion for extensions are
proposed herein.

Extensions to assurance family are identical on Protection Profiles
and Security Targets. However, formal descriptions are only given
with respect to assurance classASE: Security Target Evaluationto
preserve compactness of the paper. Identical families toASEDES:
TOE Description, ASEENV: Security Environmentand ASEOBJ:
Security Objectivesexist also in assurance classAPE: Protection
Profile Evaluation.

Proposed extensions are formally defined in Fig. 12. Naming fol-
lows the CC syntax and numbering allows adding the elements hier-
archically to relevant components. This allows definition of assurance
componentsASEDES.2. ASEENV.2andASEOBJ.2hierarchical to
current components, i.e. component.2 includes all requirements from
component.1 enhanced by the proposed extensions.

Developer action elementASEDES.2.2Drequires that the devel-
oper as part of ST introduction (PP introduction correspondingly)
states the extensions followed in the ST evaluation. A corresponding
requirement for the content and presentation of evidence elements
explicitly states that those extensions are to be followed by the ST.
A statement could be of form ”This ST follows the requirements
for a ST stated in assurance classASE: Security Target Evaluation
extended with assurance components ASEDES.2, ASEENV.2 and
ASE OBJ.2 defined as above”. This mandates no additional evaluator
action elements.

An extension to the statement of security environment
ASEENV.2.2D mandates inclusion of an explicit statement of
protected assets. Corresponding requirements for content and
presentation further explicate that requirement. Assets must
be identified and protected security properties defined. Asset
descriptions then take the form ”Confidentiality and integrity of
SCD” where ”SCD” identifies the asset and ”Confidentiality and
integrity” defines the security properties preserved. Evaluator action
elementASEENV.2.3Eis added that assurance of relevance of the
assets to the ST.

There is no need to create additional developer action elements
to assurance familyASEOBJ but the statements for content and
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Developer action elements:
ASE DES.2.2D The developer shall provide a statement of

ASE extensions
ASE ENV.2.2D The developer shall provide a statement of

assets as part of the ST

Content and presentation of evidence elements:
ASE DES.2.2C The statement of ASE extensions shall identify

extensions to assurance class ASE followed by
the Security Target

ASE ENV.2.4C The statement of assets shall identify any asset
protected by the TOE

ASE ENV.2.5C The statement of assets shall state each relevant
security property of protected assets

ASE OBJ.2.6C The security objectives for the TOE shall be
traced back to assets covered by those
security objectives

ASE OBJ.2.7C The security objectives for the environment
shall be traced back to assets covered by
those security objectives

ASE OBJ.2.8C The security objectives rationale shall
demonstrate that the stated security objectives
are suitable to protect the identified assets.

ASE OBJ.2.9C The security objectives rationale shall
demonstrate that the stated security objectives
are suitable to cover all security properties
of assets

Evaluator action elements
ASE ENV.1.3E The evaluator shall confirm that assets are

relevant to the ST

Fig. 12. Proposed extensions to Common Criteria

presentation of security objectives rationale is extended to indicate
the relevance of stated assets to the security objectives for the TOE
and environment of the TOE. Evaluator action elements for security
objectives are also generic enough to cover the extensions to the
rationale, no new ones are introduced.

VI. CONCLUSIONS AND FUTURE WORK

Three generic principles for the treatment of security objectives
are proposed and their Common Criteria interpretation given. While
the principles remain generic, detailed and specific example has
been used to illustrate the complexities ignorance of those principles
introduces in the security specifications. The aim of the principles
is to assist developers of IT security products in the construction
of security specifications that are not only syntactically correct with
respect to Common Criteria requirements but also capture the security
problem of the product accurately and with uniform abstraction.

As the paper concerns of general principles, avenues for further
research are numerous. In addition to analyzing further applications
and PP’s, various metrics shall be developed to quantify security
specifications and to aim at identifying the complexity of PP’s and
ST’s. The modeling technique used and integration with further
high assurance design artifacts are also investigated to aim at a
comprehensive modeling approach throughout the IT security product
development life-cycle.
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Abstract—The convenience of WLAN (IEEE 802.11), 

combined with low associated investment costs, has led to a 
widespread adoption of the technology in both residential and 
commercial environments. Despite its success, the standard has 
also received a fair share of attention associated with its lack of 
robust security. In an attempt to overcome these security issues, 
IEEE is specifying a new generation of WLAN security, called 
IEEE 802.11i, which introduces a new type of wireless network 
known as Robust Security Network (RSN). In the meantime, due 
to the urgency associated with the current WLAN vulnerabilities, 
the industry has opted to roll-out WLAN implementations based 
on a draft version of the IEEE 802.11i standard, resulting in a 
wireless access mode known as Wi-Fi Protected Access (WPA). 
This paper presents results from a series of practical security 
attacks against a WLAN network implementing WPA. 
 

Index Terms—Communication system Security, Security 
evaluation, Wi-Fi Protected Access, Wireless LAN. 
 

I. INTRODUCTION 
UE to its wireless nature, IEEE 802.11 exhibits certain 

properties that give rise to vulnerabilities which are not 
exhibited in a fixed LAN environment. In order to protect 
against these vulnerabilities, a WLAN network requires the 
provision of access control and mutual authentication, 
together with strong privacy protection mechanisms. The 
current IEEE 802.11 standard [1] ineffectively attempts to 
meet these requirements through the Wired Equivalent 
Privacy (WEP) protocol. WEP includes two authentication 
modes, known as open authentication, and WEP 
authentication. When using open authentication, an access 
point always accepts the authentication request from a mobile 
station. However, in practice, many systems provide 
proprietary access control methods, the most popular being 
MAC address lists. WEP authentication, on the other hand, is 
based on a challenge-response mechanism using a shared key. 
WEP uses a stream cipher called RC4 to encrypt the data 
packets, using a concatenation of the secret key and an 
initialization vector as the RC4 key. An analysis of why WEP 
fails in all accounts to provide robust security is beyond the 
scope of this paper. Several publications cover the subject in 

 
 

detail (e.g. [6], [7] and [8]). 
Due to the insufficient robustness provided by the IEEE 

802.11 standard, most public WLAN systems deploy security 
at the higher layers of the protocol stack. HTTP redirection to 
a captive portal is most commonly used as an access control 
and authentication mechanism. Privacy is most commonly 
enabled by means of an IPsec tunnel between the mobile 
station and a VPN gateway. 

In the meantime the IEEE standards Task Group on security 
(TGi) have been working on a standard solution for IEEE 
802.11. This effort will result in a new standard, IEEE 
802.11i, which specifies a new security architecture for 
WLAN, known as Robust Security Network (RSN). RSN 
builds on top of the IEEE 802.1X standard for port based 
network access control. The IEEE 802.1X standard [3], which 
was originally intended for wired IEEE 802 Local Area 
Networks, provides strong authentication, access control, and 
key management. 

Due to the lengthy standardization process of IEEE 802.11i, 
coupled with pressure from the industry to provide prompt 
security solutions, the Wi-Fi Alliance, whose main intent is to 
certify interoperability of products based on IEEE 802.11, has 
adopted a subset of the IEEE 802.11i standard (based on a 
draft thereof [4]), into a specification called Wi-Fi Protected 
Access (WPA). The first commercial WPA products appeared 
on the market during late 2003.  

 

II. BACKGROUND 
Wi-Fi Protected Access (WPA) includes two modes of 

operation. The basic mode (WPA with pre-shared key, or 
WPA-PSK, also known as WPA-personal) is most suited to 
residential or SOHO deployments, and does not require any 
back-end security infrastructure (Figure 1). In this mode of 
operation, access to the wireless network services is allowed 
only if the mobile device can prove the possession of a pre-
shared key which matches that stored at the access 
point(s).
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access point

Network 
services (e.g. 

Internet)

Pre-shared 
Key

Pre-shared 
Key

mobile device

Access to the wireless network services 
is allowed only if the pre-shared key of 
the mobile device matches that stored in 
the access point

 
Figure 1 – WPA-PSK (WPA-personal) for residential/SOHO 

environment 
 

A second mode of operation known as WPA-enterprise, is 
most suited to enterprise and other medium- to large-scale 
deployments, requires a back-end security infrastructure 
(Figure 2). In this mode of operation, security signaling 
between the mobile device and the authentication server is 
relayed through the access point. Access to the wireless 
network services is allowed only after the authentication 
server confirms that the mobile device has been successfully 
authenticated. WPA also replaces the weak WEP privacy 
protection mechanism with a new mechanism known as 
Temporal Key Integrity Protocol (TKIP). 

 

access point

Network 
services (e.g. 

Internet)User credentials, e.g.:

- username & password
- certificates

Centralized 
management 
of user 
credentialsmobile device

Access to the wireless network 
services is allowed only after 
successful user authentication 
and encryption key distribution

authentication server

 
 

Figure 2 – WPA with centralized security management for 
enterprise environments 

 
 

III. ATTACKS AND VULNERABILITIES 

A. Attacks against WPA communication integrity 
In [9], the authors disclose a man in the middle and session 

hijack attack against RSN. These attacks make use of forged 
802.11 management frames and assume asymmetric 
authentication between the mobile station and access point. 
The validity of this assumption is strongly coupled to the EAP 
method used between the mobile device and the authentication 

server. By definition, if mechanisms supporting strong mutual 
authentication such as EAP-TLS [20] and EAP-AKA [17] are 
deployed, then the mentioned man in the middle attack will 
fail. The dominant WPA supplicants currently available on the 
market, however, also support tunneled authentication 
mechanisms such as EAP-TTLS [18] and PEAP [19] which 
have been shown to be susceptible to man in the middle 
attacks [21]. Consequently, until solutions are worked out, 
man in the middle attacks can only be avoided by using 
mechanisms such as EAP-TLS and EAP-AKA which require 
credentials in the form of digital subscriber certificates and 
SIM hardware, respectively. 

WPA also requires an EAP method that generates keying 
material. This enables protection of the traffic between the 
mobile device and the access point. Consequently, the session 
hijack attack presented in [9] will be reduced to a denial of 
service attack. Denial of service attacks against WPA are 
covered in more detail in the following sections. 

 

B. Denial of Service attacks based on message spoofing 
One of the constraints that the improved WLAN security 

standards had to comply with, is reverse compatibility with 
implementations of the original IEEE 802.11 standard. In 
practice, this means that a WPA or RSN capable mobile 
station shall be able to interoperate with a non WPA or non 
RSN capable access point. As a consequence of this 
requirement, the WPA and RSN security frameworks build on 
top of the management frames that were introduced in the 
original release of IEEE 802.11. One notable characteristic of 
these management frames is that they are not secured. This 
gives rise to a series of opportunities for potential attackers for 
mounting denial of service attacks by forging these 
management frames.  
 

13. Radius-Access-Accept (EAP-Success) or 
Radius-Access-Reject (EAP-Failure)

1. 802.11 Associate-Request

2. 802.11 Associate-Response

3. EAPOL-Start

4. EAP-Request/Identity

5. EAP-Response/Identity

6. Radius-Access-Request

7. Radius-Access-Challenge (EAP-Request)

10. Radius-Access-Request (EAP-Response 1)

8. EAP-Request

9. EAP-Response 1 (credentials)

12. Radius-Access-Req (EAP-Response N)

11. EAP-Response N (credentials)

.

.
.
.

14. EAP-Success or EAP-Failure

15. EAPOL-Key

17. 802.11 Disassociate

16. end-to-end data

Supplicant RADIUS 
ServerAccess Point

 
 

Figure 3 – An IEEE 802.1X authentication session in a 
WLAN environment 
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Figure 3 shows an IEEE 802.1X authentication session. The 
access point can in addition, at any stage, send an IEEE 
802.11 Deauthentication management frame, in case it wants 
to revoke a successful authentication for a previously 
authenticated client. 

There are various ways to launch a denial of service attack 
using these unsecured management frames: 
 

i. flooding the access point with IEEE 802.11 Associate-
Request or EAPOL-Start frames using random MAC 
addresses 

ii. spoofing EAP-Failure messages using the access point’s 
spoofed MAC address 

iii. spoofing an IEEE 802.11 Deauthentication message 
from the access point’s spoofed MAC address towards a 
selected victim or using the broadcast address. 

 
The vulnerabilities caused by these attacks range from 

denial of service targeted to a specific device, to a denial of 
service against the whole network. 

 

IV. PRACTICAL ATTACKS 
In order to mount the attacks, we set up the WPA network 

depicted in Figure 5. The victim, access point/router and 
authentication server together form the target network. Mutual 
authentication between the mobile station and access point is 
based on EAP/TLS. The attacker consists of a laptop equipped 
with the airjack driver [10] on top of Red Hat Linux 8.0. A 
prism 2 chipset based card is required for airjack. We are 
mainly interested in the airjack feature that allows us to send 
arbitrary IEEE 802.11 frames (including frames with spoofed 
MAC address) through the wireless adapter. We also availed 
of the file2air tool [12] which reads from a binary input file 
assumed to contain a valid IEEE 802.11 frame, and transmits 
the contents through the network adapter using the airjack 
driver. 

Attacker802.11b/g PCMCIA adapter 
(Buffalo WLA-CB-G54A)
- WPA firmware

LapTop (IMB Thinkpad T23)
- Windows 2000 Professional
- WPA supplicalnt (Funk Odyssey client)

802.11b PCMCIA adapter
(d-link DWL 650 Rev. A1-J3)
- Prism 2 chipset

LapTop (IMB Thinkpad 600E)
- RH Linux 8.0 (kernel 2.4.20-8)
- airjack driver (v. 0.6.6b-alpha)
- file2air (v0.1)
- khexedit

Victim

802.11b/g Access Point/Router
(Buffalo WBR-G54)
- WPA (authenticator) firmware

Authentication Server
- Windows 2000 
Professional
- Funk Radius Server
- (certificate authority)

Infrastructure

Frame Capturing 
device

802.11b PCMCIA adapter
(Compaq WL100)
- Prism 2 chipsetLapTop (IMB Thinkpad 600)

- Knoppix 3.3 (kernel 2.4.24-xfs)
- kismet (v3.0.1)
- ethereal

 
Figure 4 - Attack environment 

 
In order to create the binary files we captured legitimate 

management frames from the WPA network using kismet [13]. 
Kismet is an IEEE 802.11 layer 2 wireless network detector, 
sniffer, and intrusion detection system. The relevant frames 
were extracted using ethereal, and later modified using the 
khexedit (Linux hex editor) tool. 

In our experiments we were able to successfully mount 
denial of service attacks using forged IEEE 802.11 
Deauthentication messages and IEEE 802.11 Disassociation 
messages. Figure 5 illustrates the IEEE 802.11 state machine. 
The frame classes are defined in [1]. Most notably, an IEEE 
802.11 Deauthentication frame will cause a transition to state 
1 in which the WLAN station cannot engage in any end-to-
end data communication. An IEEE 802.11 Disassociation 
frame sent from a station residing in State 3 in the IEEE 
802.11 state machine, will cause a transition to State 2. Once 
again, no end-to-end data communication can take place in 
this state.  
 

 
Figure 5 – IEEE 802.11 state machine [1] 

 
 
 Figure 6 shows a plot of the captured frames during the 

denial of service attack based on IEEE 802.11 
Deauthentication frames as seen by the frame capturing de-
vice. The black bars indicate management frames, and the red 
bars indicate Deauthentication frames. The gap between 0.5 
seconds and 19 seconds appears since kismet was apparently 
unable to detect the data frames after successful WPA 
authentication. These frames were encrypted with the new 
TKIP algorithm. 

Shortly after the capture was started, the victim 
authenticates to the network. The first burst of frames 
corresponds to this procedure. The deauthentication flood was 
started after about 19 seconds, and lasted for about 3 seconds. 
During this period, the victim cannot engage in any end-to-
end communication. After the flood was ceased, the client 
successfully reconnects to the network. This is shown by the 
second burst of black bars in the figure. The client in our setup 
manages to reconnect to the access point fairly quickly after 
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the attack is ceased, since the client is continuously and 
periodically attempting to reconnect.  

wlan.fc.type_subtype == 12 (Deauthenticate frames)
wlan.fc.type_subtype != 12 (other frames)

 
 

Figure 6 - transmitted bytes vs. test time 
 

We also attempted to cause a denial of service by flooding 
the access point with IEEE 802.11 Associate-Request 
messages. In our setup we were able to inject 10 Associate -
Request messages per second. Despite our attempted denial of 
service attack, we were unable to experience any service 
disruption and the legitimate client was able to successfully 
authenticate itself with the access point after the flood 
persisted for several seconds. We conclude that this failure is 
attributed to the fact that we attempted to mount the attack 
from a relatively slow (400 Mhz, Pentium II) machine, by 
today’s standards.  

Similarly, spoofed EAP-Failure messages failed to disrupt 
communication in our setup. We conclude that this is 
attributed to an attack synchronization issue. In order to be 
effective, the EAP-Failure message needs to be received by 
the supplicant after message 11 has been sent, but before 
message 14 is received (Figure 3). Despite the fact that we 
generated a continuous flood of EAP-Failure messages 
(approximately 10 messages per second), we were unable to 
succeed in this synchronization. The probability that this 
attack succeeds can be calculated as follows: 
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where p  represents the probability for the attack to succeed,  
g represents the opportunity gap (time interval between 
message 11 and 14, in Figure 3) measured in seconds and  
f represents the frequency in Hz at which the forged EAP-

Failure messages can be injected. In our case g  was 
approximately 6ms and f  was approximately 10Hz, giving 
us a probability of success of 0.06. In other words, on 
average, the victim needs to authenticate to the access point 
about 17 times, before the EAP-Failure has any impact on the 

victim’s machine. More importantly, we have observed that 
our supplicant automatically periodically re-attempts to 
authenticate with the access point, following a failure. 
Consequently, even in the case that the forged EAP-Failure 
message is successfully delivered on time, its impact on the 
victim will be close to negligible. 

 

V. PROTECTION AGAINST THE ATTACKS 
Protection against denial of service attacks based on forged 

IEEE 802.11 management frames is not so straightforward, 
since there is no standard way to detect forged IEEE 802.11 
management frames from legitimate ones. Consequently, there 
are no standard ways to protect against these attacks. Intrusion 
detection systems with proprietary mechanisms for detecting 
attackers and discarding forged frames may be deployed. The 
mechanism presented in [14] for detecting forged frames may 
be applied, for example. This mechanism is based on the fact 
that without the ability to control the firmware functionality of 
wireless cards, and without the source code to develop custom 
firmware, an attacker does not have the ability to alter the 
value of the sequence number field in the 802.11 header. 
Forged frames can thus be detected by monitoring for a 
sudden change in sequence numbers. 

VI. CONCLUSIONS 
It is widely known that the security supported by the base 

IEEE 802.11 standard is inappropriate. The first commercial 
WPA products implementing enhanced security for IEEE 
802.11 networks have recently started to appear on the 
market. We were able to successfully mount two variants of 
denial of service attacks. These vulnerabilities are inherited 
from the base WLAN standard. IEEE is aware of these 
vulnerabilities and has opted not to protect against them since 
the majority of the participants felt that a determined attacker 
can always resort to RF-based denial of service attacks (e.g. 
frequency jamming techniques).  

The significance of denial of service attacks against WLAN 
is heightened especially as the wireless technology gains 
adoption into systems in such way which was unpredicted at 
the time that the technology was designed. As an example, 
major players from the telecommunications industry have 
formed a consortium which recently specified WLAN as a 
complementary access mechanism for GSM and GPRS 
services [22]. This includes services such as circuit-switched 
voice calls which have thus far supported an adequate level of 
security. 
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Abstract—Identity management systems like .NET Passport 

and the Liberty Alliance Project allow for different forms of 
authentication to be used. Although simple username and 
password schemes are very commonly used, these are not 
considered to be very secure. This paper describes the Internet 
ID approach for user authentication in identity management 
systems. The approach utilizes the huge existing base and high 
security of SIM smart cards in mobile phones to authenticate end 
users in Liberty Alliance based systems. The Internet ID 
approach is applicable to both the mobile and fixed Internet 
worlds, i.e. services can be accessed via a mobile terminal or via a 
PC. Authentication is, in both cases, done via the mobile phone 
and its SIM card, combining the security of the SIM with the 
“always on” capability and convenience of the mobile phone. 
 

Index Terms—Identity management, Single Sign-On, SIM, 
authentication,  
 

I. INTRODUCTION 
DENTITY management, particularly the aspect of Single 
Sign-On (SSO), has gained a lot of attention in recent years. 

The main reason for this trend is the increasing number of 
Service Providers (SP) on the Internet that require users to 
establish login accounts before they grant access to their 
services. The account data typically include credentials – often 
in the form of a username and a password – that need to be 
presented when a user wants to log in to the SP site to use its 
services. As most people are unable or unwilling to handle 
more than a few different username/password combinations, 
they start either to use password management software on 
their PCs, to write passwords down, or to use the same 
username/password combinations for different accounts. This 
behavior makes it easier for attackers to get hold of the users’ 
credentials and thus lowers the protection of the users’ 
accounts in the Internet.  

Identity management systems aim to reduce the number of 
passwords users have to handle through SSO: users do not 
have to authenticate themselves at different service providers 
(SP) separately, but can reuse a successful authentication from 
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one SP to authenticate at other SPs. Typically the first 
authentication will be done towards a trusted party (often 
called an Identity Provider (IDP)), so that the user, in 
principle, only has to maintain a single set of credentials.  

SSO not only improves the convenience for end users but 
may also improve security since users, only having to 
remember a single password, could select one that is hard to 
guess.  

On the other hand there is also the risk that SSO makes it 
even easier for attackers: a badly protected password used for 
SSO might open up not only a single user account, but a large 
number of user accounts all over the Internet. Thus, the 
credentials that are to be used for SSO need to be particularly 
secure.  

Commonly used authentication credentials are usually 
based on one, or a combination, of the following types: 
“something you know” (e.g. a password), “something you 
have” (e.g. a security token), and “something you are” 
(biometrics). In order to improve the security of the 
credentials used for SSO, the purely password-based approach 
should be extended.  

The Internet ID concept demonstrates how the security of 
today’s mobile phones (GSM authentication based on the 
Subscriber Identity Module (SIM)) can be re-used to improve 
the security of SSO authentication. We apply our approach to 
the Liberty Alliance protocols, as they allow IDPs to choose 
between different authentication methods. The flexibility of 
this approach enables users to utilize SIM security not only for 
mobile Internet services but also for services accessed via a 
PC. The authentication credentials can be exchanged over the 
cellular network or over the fixed Internet and Bluetooth. 

The rest of the paper is structured as follows. Section II 
gives a brief introduction to two identity management 
systems: .NET Passport and the Liberty Alliance Project. 
Section III discusses the different authentication methods 
offered by the SIM card and the security advantages that the 
SIM provides. Section IV describes the Internet ID approach, 
which combines Liberty Alliance protocols with the 
authentication security of the SIM for universal service 
access. Finally, section V gives some concluding remarks and 
an outlook on future research. 

II. IDENTITY MANAGEMENT SYSTEMS 
A tremendous number of identity management solutions 

exist in the market today and this section describes two of 
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them in more detail: Microsoft .NET Passport and the Liberty 
Alliance Project. The reason for selecting these two is that 
both solutions provide a framework for identity management, 
whilst others are commercial products. 

A. .NET Passport 
Microsoft launched .NET Passport in 1999 [1, 2, 3]. It is a 

web-based authentication service, which provides SSO1 to 
users. A participating user has one email address and 
password to log in to all .NET Passport enabled sites and 
services. .NET Passport stores personal information in a 
profile and this information can be automatically shared 
during SSO, thus allowing enabled sites to provide 
personalized services to the customer. A further option in the 
profile is the configuration of a .NET Passport wallet. In this 
case, attributes like credit card information and shipping 
addresses etc. are stored in the profile. To ensure higher 
security wallet information is stored separately from the base 
profile.  

During registration of a .NET Passport account, a .NET 
Passport User ID (PUID) is generated that serves as a unique 
identifier for the account. The PUID, which is different from 
the user’s email address, is used by SPs to identify the same 
person from one SSO session to the next.  

When a user wants to access a protected service, the SP first 
checks the authentication status of the user. If authentication is 
required the user can click on a ‘Sign-On’ button that 
re-directs him/her to the .NET Passport Login server. The 
.NET Passport Login server checks the SP data (passed as 
parameters during re-direction) and, provided the SP is a 
partner, displays a sign-on page to the user. Upon positive 
authentication with email address and password, the .NET 
Passport Login server generates a set of three encrypted 
cookies and re-directs the user back to the SP. A Ticket cookie 
contains the PUID and a time stamp, whilst a Profile cookie 
stores profile data that the user has chosen to share with the 
SP. Both cookies are set for the SP’s domain as well as for the 
.NET Passport domain and can therefore be decrypted with 
the SP’s encryption key. The SP uses these two cookies to 
verify the authentication and to extract profile information. If 
the authentication was successful, access to the protected 
service is granted. The third cookie is used for the actual SSO 
process: this Visited Sites cookie contains the names of all 
sites to which the user has signed-on during the session. It is 
set only for the .NET Passport domain and is therefore only 
encrypted with a .NET Passport key. When an SP re-directs 
the user to the .NET Passport Login server, the server first 
checks for the existence of this cookie. Only if it does not 
exist or is no longer valid does the server ask the user for 
his/her credentials.   

There is no direct server-to-server communication between 
the .NET Passport Login server and SPs servers for SSO. The 
information exchange occurs through the user’s Internet 
browser using HTTP re-directs and cookies. However, .NET 
 

1 .NET Passport actually uses the term Single Sign-In. For reasons of 
consistency, we use the term Single Sign-On throughout this paper. 

Passport does perform server-to-server communication 
periodically to update operational information about the 
locations of the .NET Passport servers. 

In the future Microsoft plans to support additional 
authentication methods and security levels (e.g. Kerberos v5 
authentication protocols), smart cards, and digital certificates 
within the .NET Passport framework. 

B. Liberty Alliance Project  
The Liberty Alliance Project (LAP), which was started in 

2001, is a common effort of global companies and 
organizations to standardize a network identity management 
framework [4, 5, 6]. Its main objectives are to: 

- Develop specifications that enable commercial and 
non-commercial organizations to protect consumer 
privacy;  

- Provide an open SSO specification that includes 
federated authentication from multiple providers 
operating independently; 

- Enable commercial and non-commercial organizations 
to control, maintain and enhance relationships with 
constituents;  

- Create a network identity infrastructure that supports 
all current and emerging network access devices.  

The first set of specifications developed by LAP focuses on 
the federation of accounts and SSO in a so-called Circle of 
Trust (CoT). A CoT is comprised of a set of SPs and one or 
more IDPs. The SPs have a business relationship with the 
IDP(s) that allows the IDP to authenticate users (who are 
called Principals in LAP) on their behalf. However, before 
this can happen, the Principal has to federate their respective 
SP account with their account at the IDP (in .NET Passport 
this is done implicitly without asking the user for consent). 
Once federated, the browser of a Principal, who tries to access 
a protected service at an SP, is re-directed to the IDP for 
authentication. If the authentication is successful the IDP 
issues a signed assertion that allows an SP to authenticate the 
Principal without further interaction, after his/her browser has 
been re-directed back to the SP. The Principal is now free to 
move between any (federated) SPs within the CoT in an SSO 
manner.  

In order to protect the Principal’s privacy the accounts used 
at the different SPs and IDPs can, and should, have different 
usernames. As LAP uses pseudonyms to map each username 
at an SP to a username at an IDP, the accounts of a Principal 
cannot easily be connected by any two SPs. The IDP however, 
which acts as a trusted intermediate, could collect more 
information about Principals and so it is important for 
Principals to select an IDP carefully, or use more than one 
IDP.  

The LAP specifications do not standardize a single set of 
credentials to be used for authentication. Instead, LAP 
supports various so-called authentication contexts, which 
range from using a password sent over an unprotected link to 
Public Key Infrastructure (PKI) in combination with smart 
cards. It is up to the SP to decide if it accepts the 
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authentication context offered by a particular IDP. 
It should also be noted that the LAP specifications do not 

only support SSO, but also define a framework for 
permission-based sharing of user attributes among partners. 
This could enable services such as Profiles, Calendars, 
Personal Information Management, Wallets, Alerts etc. 

III. MOBILE PHONE AND SIM SECURITY 
The security design of mobile phones is usually more 

sophisticated than that of PCs or PDAs. For more than a 
decade GSM phones, for example, have used a smart card in 
the form of a SIM for authentication to GSM networks [7]. 
This means that a widely deployed base of smart cards exists 
today. Furthermore, these smart cards reside in an online 
smart card reader (i.e. the mobile terminal) that means that 
they can be accessed (almost) anywhere and anytime.  

A smart card is a computing device, which is tamper-
resistant to the extent that a malicious person can only obtain 
data stored or processed in the smart card by using very costly 
techniques (see e.g. [8]). Therefore smart cards are ideally 
suited for performing sensitive operations such as storing 
cryptographic keys and execution of cryptographic 
algorithms. For instance, if a user is to use a private key for 
public-key-cryptography operations (such as creating digital 
signatures), then it is often convenient, secure and practical to 
put this private key (and the operations relating to the use of 
the private key) on a smart card. It is perfectly possible for 
smart cards with a suitable coprocessor to produce 1024-bit 
RSA signatures in a commercially acceptable time. 

The SIM is a key component for GSM (GPRS, EDGE) and 
UMTS authentication. (Note that although the SIM has been 
updated for UMTS, and is then referred to as a Universal SIM 
(USIM), we will continue to use the term SIM here to 
encompass both SIMs and USIMs.) For each subscription a 
shared secret key, Ki, is held in the SIM card and in the home 
operator’s Authentication Centre (AuC). Authentication is 
based on a random challenge (Rand) and key-dependent 
expected response (XRES). The challenge and expected 
response are generated by the AuC and sent to the visited 
network. The visited network then sends the challenge over 
the air (via the mobile terminal) to the SIM, which uses the Ki 
to calculate a response (SRES). This SRES is returned, via the 
mobile terminal, to the visited network, which compares the 
SRES and XRES values. If they match, authentication has 
been successful. Simultaneously to the calculation of XRES 
and SRES a cipher key is generated, which can be used to 
secure the radio link. For UMTS this process is enhanced by 
the introduction of an authentication procedure that allows for 
mutual authentication of both the (U)SIM and the network. 

Because the cryptographic computations required for 
authentication take place only on the SIM and in the AuC the 
key, Ki, never has to leave the SIM or the AuC. Indeed it is 
effectively infeasible for anyone to read the Ki from the SIM, 
or to deduce it by observing the I/O of the SIM. This is even 
the case if specific challenges (Rand) and responses (SRES) 

can be observed. (Weak authentication algorithms, or weak 
implementations of authentication algorithms, can reduce this 
security, but in general this assertion is true.) This is very 
important because it prevents SIMs from being cloned in the 
distribution chain, or by people who “borrow” another user’s 
SIM, or (worse) by people sending Rand challenges over the 
air to the mobile. Hence it prevents customers from being able 
to refute their phone bills on the grounds that they may have 
been a victim of SIM cloning. 

The GSM authentication process described above 
authenticates the SIM - i.e. the subscription - to the network. 
This in itself does not strictly authenticate the subscriber, 
since someone else might have stolen the phone and might use 
it to make calls. Therefore, the SIM provides a mechanism to 
lock the SIM to a particular customer by requiring the 
customer to enter a Card Holder Verification (CHV) PIN 
before the SIM can be used. (Note though that for normal 
GSM telephony use, the user may switch off this PIN request.) 

In recent years the SIM’s functionality has been extended, 
as follows: 

- Additional protocols have been developed that use the 
SIM for more general authentication purposes (see e.g. 
[9, 10, 11]). To date this form of authentication still 
focuses on access network authentication (e.g. for 
WLAN) as opposed to service level authentication.  

- In the context of WAP a SWIM card (SIM application 
plus a Wireless Identity Module (WIM) application 
[12] in the same smart card) can be used for two extra 
forms of authentication: 

1) WTLS authentication: here, the WIM and a 
network server can be mutually authenticated at the 
transport level. Depending on the version of WAP, the 
server end point is either the remote server or the WAP 
gateway. Authentication is based on public key 
algorithms (RSA or Elliptic Curve) using Diffie-
Hellman key exchange and authentication certificates. 
Normally a URL is used to point to the location of 
WIM certificates, in order to save space in the smart 
card. 

2) User authentication: in this case the remote server 
authenticates the end user at the application level. This 
authentication can use two different public key 
algorithms: RSA digital signature or Elliptic Curve 
digital signature. The remote server sends a text to be 
signed and a challenge to the mobile phone using 
WMLScript. After the user has entered a mandatory 
signature PIN (the user cannot switch off this PIN 
requirement) the mobile phone calculates a hash of the 
text and sends it to the WIM application to calculate 
the digital signature. The digital signature and the URL 
of the user’s signing certificate are then sent to the 
remote server for authentication. Note that the 
WMLScript command used for the signature 
(signText) only accepts text strings, so it is impossible 
to sign binary values.  
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Using SIM Application Toolkit (SAT), a large variety of 
authentication mechanisms can be implemented on a SIM 
card. For instance, public key authentication, shared secret, 
password etc. can all be implemented. As a consequence, SAT 
enables SIM cards to support multiple different authentication 
methods. SAT is also bearer independent and so any bearer 
can be used to exchange the authentication messages with the 
remote server. Currently SMS is the most commonly used 
technology. 

Another feature to note is that SAT allows encrypted and 
authenticated messages to be exchanged directly between a 
network server and the SIM. Operators can use this 
functionality to configure the SIM, or to address specially 
developed third party applications residing on the SIM. The 
mechanism used to update data on the smart card is called 
“Data Download to SIM”. The GSM 03.48 standard has 
enhanced this mechanism by providing security mechanisms 
to establish an end-to-end secured communication channel 
(mainly based on SMS). One end point of this secure channel 
is the SIM card and the other end is an Over The Air (OTA) 
server residing in the mobile operator’s network. 

IV. THE INTERNET ID APPROACH 
The emergence of identity management systems like 

Liberty Alliance, combined with the fact that around one 
billion GSM SIMs exist worldwide, has led to the 
development of the Internet ID approach. Internet ID tries to 
combine the best of both worlds: a standardized way to 
perform SSO according to LAP with the omnipresence of 
mobile phones and SIM cards. The approach proposes that the 
existing GSM authentication infrastructure (SIM plus 
corresponding network servers) should be used as a possible 
authentication method for LAP. The approach allows services 
on the Internet to be accessed via the mobile phone directly, 
but also enables the usage of the SIM as an authentication 
device for service access via a PC. The Internet ID approach 
differs from other SIM based authentication methods like 
EAP-SIM in a number of ways: 

- It focuses on (but is not limited to) service level 
authentication at web sites rather than access network 
authentication.  

- The SIM card can be used for authentication whilst 
residing in a normal GSM/GPRS/UMTS mobile 
terminal, even when services are accessed via a PC, i.e. 
there is no need to take the SIM out of the phone (or a 
second SIM provided by the operator) and put it into a 
separate smart card reader attached to or within the PC. 

- No changes are required on the mobile terminal for any 
of the scenarios described. One scenario (Fixed 
Internet Service Access and Bluetooth) requires 
modifications on the SIM (SAT application) and the 
PC (software Plug-in installation), but these changes 
can be made remotely, so they are seen as less critical 
than a mobile terminal modification.  

A. Basic Set-up 
The elements of the Internet ID approach consist of a LAP 

SP and a LAP IDP, both of which are connected to the 
Internet. We assume that a mobile network operator operates 
the IDP, as only the mobile operator can authenticate the SIM 
card of the subscriber. The LAP Principal communicates with 
the SP either using a PC or a mobile terminal (which contains 
the SIM card). The Principal also exchanges information with 
the IDP (mainly for authentication purposes). The basic set-up 
is illustrated in Figure 1. 

Note that the mobile terminal is usually connected to the 
Internet via a mobile operator, not shown in Figure 1. 
Furthermore, it is possible to communicate locally between 
the PC and the mobile terminal via cable, Infrared or 
Bluetooth, as indicated with the dashed line. 

B. Scenario: Mobile Internet Service Access 
This scenario is relatively simple so it will only be 

described briefly.  
A Principal tries to access a protected resource at an SP 

while browsing with the mobile phone (e.g. via WAP). If the 
Principal has not yet been authenticated, the SP re-directs 
his/her browser to the IDP. Since it is the Principal’s mobile 
terminal that is re-directed to the operator’s IDP server, it is 
simple for the operator to determine the Mobile Station 
Integrated Services Digital Network number (MSISDN) 
belonging to the terminal’s SIM (e.g. through MSISDN 
forwarding). This MSISDN can then be used in a lookup-table 
to map it to a LAP username. This LAP username is then used 
to look up the previously agreed pseudonym to be used 
between the IDP and the SP for that particular Principal. The 
IDP generates an assertion for the successful authentication of 
the Principal (the authentication is implicit, since the user is 
already registered on the operator’s network) and re-directs 
the Principal back to the SP. The assertion is either included in 
the re-direction message or a reference to it is sent, so that the 
SP is able to fetch it via a back end channel. After verifying 
the assertion, the SP grants the Principal access to the 
protected resource. 
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Fig. 1.  Basic Internet ID set-up 
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C. Scenario: Fixed Internet Service Access and Bluetooth 
In this scenario a Principal tries to access a protected resource 
at an SP using a PC, laptop or other device without a SIM. 
The PC, laptop or other device does, however, have local 
connectivity to the Principal’s mobile terminal (using 
Bluetooth in this example, although a cable or Infrared device 
could also be used). The set-up makes use of the fact that 
mobile operators typically have an OTA server in operation. 
The SIM can then be used for authentication in the following 
way (also described in Figure 2. The detailed message flow 
consists of the following steps: 

1) The Principal tries to log in to a protected web site (this 
is typically the first step in a LAP message flow). 

2) The SP re-directs the Internet browser to the IDP to 
check the user’s authentication status. If appropriate, the 
authentication process is initiated (again a normal LAP step).  

3) If authentication is required an “Internet ID” GSM 
authentication is performed. To do this, the IDP fetches the 
values Rand and XRES from the AuC. 

4) The Rand is sent to the OTA server for encryption with 
the unique OTA keys of the Principal’s SIM. 

5) The encrypted Rand is sent via the Internet to the 
Principal’s Internet browser and a browser plug-in forwards 
the encrypted RAND via Bluetooth to the SIM card in the 
mobile terminal.  

6) The SIM decrypts the Rand using the locally stored OTA 
keys and invokes the Internet ID SAT application on the SIM. 
This application runs the GSM Algorithm (i.e. encrypts the 
Rand with the authentication key, Ki).  

7) The result of this encryption (SRES) is encrypted with 
the OTA keys of the SIM and sent back to the IDP (via 
Bluetooth, browser plug-in, and Internet connection).  

8) The IDP forwards the encrypted SRES to the OTA 

server to be decrypted. 
9) The IDP compares the decrypted SRES to the expected 

response XRES.  
10) If they match, authentication is successful and the 

message flow ends with the usual Liberty Alliance messages, 
i.e. the IDP re-directs the Principal’s browser back to the SP 
(the re-direction containing an assertion or a reference to one). 

11) The SP grants the Principal access to the protected web 
site. 

Note that the authentication described in this scenario is not 
restricted to pure GSM authentication, as a SAT application in 
the SIM can provide more or less any form of authentication. 
Therefore, the method could easily be enhanced to use, for 
example, a digital signature based on PKI. Furthermore, the 
authentication method could include the use of a mandatory, 
application-layer PIN for cardholder verification.  

D. Scenario: Fixed Internet Service Access and Cellular 
If no local connectivity (via Bluetooth, Infrared or cable) is 

available, then the cellular network can be used to access the 
mobile terminal (and thus the SIM) for authentication. Due to 
the lack of local connectivity another form of “link” must be 
established between the Principal’s mobile and the PC, in 
order to ensure that the Principal is really sitting in front of 
that particular PC. A typical method used to establish such a 
link between a mobile phone and a session on a PC is to send 
a random One-Time-Password (OTP) to the user’s mobile 
terminal over the cellular network using SMS, for example. 
The user then has to transfer this OTP manually to the PC. 
Although this mechanism is easy to implement, it is not 
necessarily convenient for the end user because, in order to be 
secure, the OTP must be random and long, which makes the 
whole linking process both tedious and error-prone. Thus, a 
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Fig. 2.  Fixed Internet Service Access and Bluetooth – Message Flow 
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slightly different form of OTP was selected for the Internet ID 
approach. Instead of having to manually transfer the OTP 
from the mobile to the PC, the OTP is transferred to both 
devices in parallel. The only task for the user is to confirm 
that the OTP sent to the PC matches the OTP sent to the 
mobile terminal. To further simplify the matching process, 
OTP characters are replaced by symbols, as short sequences of 
symbols are easier for humans to match than longer sequences 
of characters. For example three symbols, chosen from a set of 
100 possible symbols enables 1 million different OTP 
combinations (i.e. the same as a 6 digit number). 

Figure 3 describes the message flow for the Fixed Internet 
Service Access and Cellular scenario in detail. 

1) The Principal tries to log in to a protected web site. 
2) The SP re-directs the Internet browser to the IDP to 

check the user’s authentication status and, if necessary, start 
the authentication process.  

3) If authentication is required a random pattern of symbols 
is generated, which is (a) pushed via a WAP Push Proxy GW 
to the correct user’s mobile terminal and (b) simultaneously 
displayed on the PC/laptop.  

4) The Principal compares the pattern received on the 
mobile device with the one displayed on the PC/laptop. If both 
match, the Principal confirms the match by, for example, 
clicking a respective link on the WAP page. To allow the IDP 
to distinguish between different confirmations, the invoked 
URL contains a unique identifier for each authentication 
request.   

5) If the Principal confirms the match of the patterns, 
authentication is successful and the message flow ends with 
the usual Liberty Alliance messages, i.e. the IDP re-directs the 
Principal’s browser back to the SP (the re-direction containing 
either an assertion or a reference to one). 

6) The SP grants the Principal access to the protected web 

site. 
Note that the described scenario makes indirect use of the 

SIM security, by relying on the correct delivery of the WAP 
Push message to the phone with the right SIM. Direct usage of 
authentication algorithms in the SIM (e.g. hash signing) is, in 
principle, also possible, provided the “linkage” between 
mobile and PC is ensured. Cardholder verification, which is 
also not included in the above scenario, could be provided 
through an application-layer PIN. 

V. CONCLUSIONS AND FUTURE RESEARCH 
Identity management systems like .NET Passport or the 

Liberty Alliance specifications provide users with convenient 
features like Single Sign-On and other identity-related 
services. A crucial task of these systems is to authenticate the 
participating users securely, yet conveniently. Today, 
authentication mechanisms are typically based on username 
and password combinations.  

The Internet ID approach proposes the use of the SIM card 
(which is widely deployed) for authentication in Liberty 
Alliance based systems. This approach can be used when 
accessing services using either a mobile phone or a PC. For 
the case of the PC two different methods of accessing the SIM 
are described: a Bluetooth scenario, which provides the best 
user experience, and a cellular approach, which could be used 
in cases where a Bluetooth connection is not possible. The 
actual authentication mechanism on the SIM can be chosen 
flexibly. For instance, could it be based on GSM 
authentication or on alternative methods such as operator 
controlled PKI systems.  

As a result, the Internet ID approach provides a secure and 
convenient authentication method for Liberty Alliance 
systems, re-using mobile phones and SIM cards as security 
tokens. 
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In the future the Internet ID approach could be extended in 
a number of ways:  

- The SIM could be used for purposes other than 
authentication. For example, it could be used for other 
Liberty Alliance identity services such as attribute 
sharing (user consent via mobile phone, attributes 
stored in the SIM) or payments (payment authorization 
via mobile phone).  

- The SIM could be used for authentication for services 
that are not accessed via a web browser. An example 
could be access network authentication (e.g. WLAN, 
DSL) or physical access to buildings.  

- Approaches like EAP-SIM and EAP-AKA could be 
investigated with regards to their use for authentication 
for web site access. 

In the long term such studies could lead to the mobile 
phone and the SIM becoming a universal security token for 
the user, independent of the service accessed or the device 
used to access the service.  
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Abstract—Cellular access security in 3G networks is based
on an aging trust model. The integration of radio resource
management (RRM), mobility management (MM) and the se-
curity protocols is suboptimal with respect to minimizing set-up
delays. 3G cellular access security does not fully address the
requirements and needs of the subscribers, the serving operator
or the home operator. In this paper we present an analysis of 3G
cellular access security and we propose a set of guiding principles
for cellular access security.
Index Terms–Cellular Access Security; Guidelines; Link Layer;

I. INTRODUCTION
A. Emerging Requirements
Cellular access security was not a major concern for the first

generation (1G) cellular systems. These system, like NMT,
was originally designed without any security features. In NMT
one initially had only a three digit password (k1, k2, k3), which
was sent in clear over the air. Due to problems with fraud
one later added entity authentication during call set-up (NMT-
SIS). The second generation (2G), which arrived during the
early 1990s, was based on digital transmission. In GSM one
had a simple challenge-response authentication mechanism
and encrypted communication between the mobile phone and
the base transceiver station. The security of the 2G systems
has been a great success, but it now clear that many of the
underlying assumptions of 2G security is not true anymore.
In 3G security one has improved mutual entity authentication,
confidentiality and integrity protection. But even 3G security
has its shortcomings. Quite a few of the issues originates
from the 3G system design. The problem is that the 3G
systems inherits too many features and solutions from its
2G predecessors. At the same time, the requirements and
environment that faces a 3G system is very different from the
requirements and environment that much of the 3G inherited
architecture base is designed to meet. These shortcoming also
affect the access security. New and emerging requirements are
not fully meet by the 3G cellular access security. Here we like
to single out the delegated authentication inherited from 2G
and the inadequate attempt at providing location privacy in 2G
systems.
B. Paper layout
We start out we a brief presentation of 3G (UMTS) security

in section II. In section III we examine some of the factors
of the physical layer and the link layer that affects the design
of cellular access security. In section IV we set out to define
a set of principles for cellular access security. In section VII
we provide a summary and some conclusions.

II. ACCESS SECURITY IN 3G SYSTEMS
In this section we analyze access security in the 3G cellular

systems. 3G security is an evolution from 2G security and
this is a source of some shortcomings of 3G security. We use
UMTS [1–3] as an example (access security for CDMA2000
[4] is relatively similar to UMTS).

A. The 3GPP Security Architecture
1) Entites and Principals: The main principals in the

network is the Home Environment (HE), the Serving Network
(SN) and the User Equipment (UE). The HE consists of at least
one Home Location Register (HLR) and an Authentication
Centre (AuC). The HE will keep all permanent data pertaining
to the subscribers, including the the security credentials.
The SN consists of core network servers (VLR/SGSN) and
associated UMTS access networks (UTRAN). The UTRAN
network consists of Radio Network Controllers (RNC) and
Access Points (AP, also known as Node B). Cellular service
provider networks commonly consists of both HE and SN
components. From our perspective we shall not distinguish
between "home SN" and "visited SN".
The UE is composed of a Mobile Station (MS), the Uni-

versal Subscriber Identity Module (USIM) and possibly a
separate terminal entity. The USIM, which is an application
running on the smartcard (UICC), contains the long-term
security credentials for the subscription. The UICC/USIM is
not normally a property of the subscriber, but is issued and
controlled by the HE operator. Figure 1 gives an overview of
the UMTS AKA.
2) Identification: The primary 2G/3G subscriber identity in

the system is not the telephone number (ITU-T E.164), but the
ITU-T E.212 International Mobile Subscriber Identity (IMSI)
number. Identity presentation during over-the-air access pre-
cedes the AKA procedure that generates the session keys. The
identity presentation is therefore transferred in cleartext on
the over-the-air interface. This permits an adversary to track
the subscribers. To mitigate the problem the VLR/SGSN will
issue a temporary identity (TMSI). The UE will then present
itself with IMSI only the first time it enters a service area
(SGSN/VLR area). After encryption has commenced, the SN
issues a TMSI number to the UE. The TMSI is only used
by the UE in the non-correlated plaintext form. Use of TMSI
thus provides a measure of location privacy. Unfortunately, the
protection is shallow and is only effective against a passive
adversary. An illicit network will easily be able to deceive the
UE to present the IMSI. This is true even for the 3G case,
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Fig. 1. UMTS Authentication and Key Agreement

because identity presentation (necessarily) takes place prior to
authentication.
3) Authentication and Key Agreement (AKA): The AKA

procedure can only be initiated by the network (SN) and is
executed in two stages. First the security credentials (Authen-
tication Vector - AV) is transferred from the HE to the SN. The
second stage is a single-pass challenge-response procedure that
provides mutual authentication through the use of a message
authenticated challenge (based on ISO/IEC 9798-4 [5]). This
procedure is executed locally between the UE and the SN.
To avoid problems with replay attacks the AKA protocol
requires a sequence no. management scheme. Confidentiality
and integrity protection is provided between the MS and the
RNC. The delegated AKA procedure is inherited from GSM,
but for the 3GPP-WLAN interworking [6, 7] case a global
AKA (HE-USIM) is used.
4) Link Layer Integrity and Confidentiality Services: In-

tegrity protection is provided on all user related signaling
messages between the MS and the RNC. The integrity function
(f9 function) is under control of a 128 bit session key,
IK. The cryptographic core is the KASUMI block cipher
(w/64 bit block length). The produced ICV is 32 bits long.
Confidentiality protection (f8 function) is by means of the
KASUMI block cipher in a modified OFB mode and under
control of a 128 bit session key, CK. The f8 function is applied
to all user related data (including system signaling).
5) Network Domain Security: With a two staged AKA pro-

cedure it is imperative that the transport of security credentials
from HE to SN takes place in a secure manner. The SS7-
based MAP protocol [8] is the AKA transport protocol for the
HE-SN stage. To protect MAP one must either use the MAP
security extensions (MAPsec, [9]) or have MAP transported
over IP (which is now possible). For IP one have developed
an IPsec profile for use in 3GPP called NDS/IP [10].

B. Shortcomings of the 3GPP Security Architecture
1) Legacy Problems: UMTS has inherited may features and

restrictions from its ancestor GSM. The GSM system was
designed to be a mobile equivalent of ISDN, and there is much
focus on providing CS communication. In the radio access one
has the DTAP (inspired by the ISDN DSS.1 protocol) and
LAPD protocols, and in the core network one has ISUP and
the SS7 based MAP protocol. These protocols were excellent

Fig. 2. GSM Call set-up (simplified)

choices for GSM, but are not appropriate choices for networks
which aims to deliver PS services. An example is the call set-
up model in GSM (fig.2). Due to limited channel capacity
and size restrictions on signaling messages in the GSM radio
access, multiple round-trips over the radio interface is required
to establish a user-data traffic channel. To some extent this
cannot be avoided, but in GSM the problem is exacerbated
by an inflexible channel arrangement and lack of functional
integrations of the RRM, MM and security procedures. The
problems with the channel arrangement is an unfair criticism
of GSM, which has a narrow channel (200 kHz) TDMA
carrier. For UMTS, which has a wideband (5 MHz) radio
system, the criticism is justified. The sequential execution of
the RRM, MM and security procedures, which to some extent
was a practical necessity in the narrowband GSM system, is
performance-wise an inappropriate solution for the wideband
UMTS radio system.
The problem is also present in the Core Network (CN).

The MAP payload is restricted by the SS7 link layer limit
(272 octets). The result is multiple round-trips (and link layer
segmentation overhead) were a single round-trip would have
sufficed given a more capable transport network. This makes
communication setup expensive and time consuming, which
is particularly bad for PS services.
2) An Aging Security Model: The UMTS security model

dates back to the design of GSM in the mid eighties. Back
then in Europe, there were only national operators and the
trust model was not a big issue. Trust can be viewed as the
intersection of beliefs and dependence. During roaming the
HE and the UE will necessarily have to trust the SN to some
extent. One depends on the services provided by the SN, and
one hopefully have justified belief in the compliant behavior of
the SN. With the 2G/3G delegated authentication the HE is in
a situation were the balance between beliefs and dependence
is uneven. The GSM Association reports that it has (July
2004) more then 620 operator members from 205 nations.
In this environment the notion of delegated authentication
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seems naive and outdated. Mechanisms to strengthen the home
control seems a legitimate demand.
In the case of 3GPP-WLAN interworking one have ad-

dressed this issue, and for the 3GPP-WLAN context there
is global authentication [6]. But this leaves the SN almost
without authority. One must take into account that both the
UE, SN and HE are legitimate parties in the security context.

Principle-1: All principals must be fully included in the
security contexts.

3) Key Distribution: We have two levels of key distribution
in the 3G system. At the top level we have the security
credential (AV) transport from the HE to the SN. The transport
protocol is the aging MAP protocol. It is possible to secure the
MAP protocol with the MAPsec extensions [9], but MAPsec
has some problems of its own. The most problematic issue
with MAPsec is nevertheless the complications with configu-
ration and management. It is very difficult to phase in use of
MAPsec in the legacy MAP environment. The MAP protocol
may also be transported over IP, and in this case one may use
IP security mechanisms [10, 11]. The problem with backwards
compatibility will still be present for communication with SS7
based MAP networks.
The second level of key distribution concerns transfer of

session keys to the terminating points. Confidentiality and in-
tegrity is provided between the MS and the RNC. We observe
that since the key agreement points (USIM and VLR/SGSN)
differs from the key usage points (MS and RNC). One must
therfore have secure transport from the USIM to the MS and
from the VLR/SGSN to the RNC. This is a weak point of the
3G architecture, and the problems are not properly addressed.
There is a non-mandatory mechanism (NDS/IP, [10]) available
for the Iu-interface (VLR/SGSN - RNC), but this solution
is only available for networks with an IP based Iu-interface
(most legacy networks still have the SS7 base intact). The
USIM - MS interface has traditionally been seen as an internal
interface. But, the trend now is for a functional split in which
the UICC/USIM may not be physically present at the MS
(there may be multiple radio units: UMTS, WLAN etc). The
interface may then be implemented over a Bluetooth link or
similar. Secure session-key transport from the USIM to to MS
is then an issue.

Principle-2: Key generation should preferably be at
the key usage points. Keys must never be transported in
cleartext.

The second part of principle 2 should be self evident, but
we feel it must be explicitly stated since the current 3G
architectures still transfers keys in cleartext.
4) Location Privacy: Privacy a growing concern. The use

of TMSI in UMTS provides some privacy protection, but the
protection is shallow. A false network can easily circumvent
this protection. Since the SN can trigger clear-text transfer
of IMSI without authenticating itself, the protection is only

effective against passive adversaries. We must therefore con-
clude that UMTS access security does not offer effective
identification and location privacy.
The problem is rooted in the fact that the IMSI identity

is not only an identity, but also an address. For the initial
registration at a new SGSN/VLR, the network needs to have
the IMSI number. It uses the IMSI number to compose a ITU-
T E.214 Mobile Global Title (MGT) address. The MGT is then
used by the VLR/SGSN as an address for the HLR, and only
by using this address the VLR/SGSN can get the subscriber
data and security credentials from the HLR.
5) Coverage and Strength of Protection: UMTS does not

offer integrity protection of user data and in retrospect this
must be considered an omission. The choice of a 32 bit ICV is
a weakness, but one must keep in mind that the lifetime of the
signaling messages is short and that falsifying a messages also
includes producing a valid message in the signaling context.
The choice of a cryptographic core with only 64 bit block
length is also a weakness. A block cipher key should not
normally be used to encrypt more than 2b/2 blocks, where
b is the block size. For KASUMI, this would impose a limit
of approx. 32 Gigabytes of data to be encrypted with any one
key. In UMTS, the HSDPA service provides (downlink) bit
rates exceeding 10 Mbps, which means that this is not purely
a theoretical shortcoming (At 10Mbps it will take less than 8
hours to exhaust the 32 Gigabyte limit). We note that UMTS
is designed to allow for new f8/f9 functions, but backwards
compatibility concerns will arise and the KASUMI based f8/f9
functions will stay in the networks for years to come.

III. RADIO RESOURCE MANAGEMENT, MOBILITY
MANAGEMENT AND THE SECURITY PROTOCOLS

Successful security mechanisms must be both effective and
efficient. We focus on efficiency, and interpret it primarily as
requirements on low latency in the security context set-up.
The 3G radio systems are not really designed for short-

lived connectionless communication. This is visible in the
choice of CDMA and WCDMA as the basis for the ra-
diosystems, but it is even more pronounced for the radio
resource management scheduling. The RRM scheduling is
to a large degree optimized for connection-oriented circuit-
switched communication. While there are many differences
between GSM and UMTS, the call set-up depicted in fig.2
is to a large extent identical to the call set-up in UMTS.
A main reason for this is that the signalling machinery in
the GSM DTAP protocol is kept in UMTS [12].The focus
on circuit-switched communication also affects the mobility
management procedures, but not to the same extent as for
the RRM scheduling. The main problems here is the fact that
the procedures are overly sequential. This was a necessity in
GSM, but the GSM signaling state machine was kept and
the potential for integration of signalling procedures was not
realized.
A. The Physical Layer
We now investigate some properties of the physical layer

that (may) affect the security procedures.
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1) Modulation: Modern radio systems are flexible and
modulation schemes can often be chosen per carrier/subcarrier.
For signaling a relatively conservative modulation scheme is
needed.
2) Coding and Error detection/correction: For system sig-

naling it is imperative that there are no residual errors in the
control plane messages. One tend not to include the strongest
error correction for signaling. Instead one relies on a robust
error detection mechanism to avoid accepting (radio) corrupted
messages. Low latency is first priority and retransmission
is therefore not applicable (retransmission itself is a link
layer feature). Coding schemes for signaling are usually a
combination of convolutional coding and block coding. Turbo
codes, which is a hot topic in coding theory, is generally not
suited for applications that cannot tolerate long propagation
delays.
3) Interleaving: Interleaving induces a delay in the process-

ing as multiple frames must be present before de-interleaving
can take place. For transaction-oriented services the penalty
can be substantial (for sustained throughput applications
w/large window size the effect is negligible). Interleaving
depth is a design decision, and an example from GSM illus-
trates this. The interleaving used for data on a full-rate traffic
(TCH/F) channel induces a delay of more than 100 ms, while
the shallow the interleaving on the dedicated signaling channel
(SDCCH) only induces a 14 ms delay.
4) Bandwidth: We need "sufficient" bandwidth. This re-

quirement is related to the need for sufficiently large MTU
size. Performance-wise it is undesirable to have MTU seg-
mentation for signaling messages. During the set-up phase
segmentation is commonly not allowed.
5) Physical channel arrangement: What we want is a

wideband channel arrangement with flexible modulation and
coding. Furthermore, we want availability of both narrow
low-capacity channels and large (multiplexed) channels. Fi-
nally, we want fine grained temporal control on the alloca-
tions. To support this one will need a flexible scheme like
OFDM/OFDMA (fig.3)
The channel arrangement in OFDMA systems is based on

wideband carriers that are divided into sub-carriers. These sub-
carriers are again divided into sub-channels (time/frequency).
This scheme is flexible and allows allocation of both wideband
data channels as well as narrow channels. To complement
the picture the various channels/sub-carriers can have differ-
ent power levels, error protection (incl.interleaving depths)
etc. The possibility of making fine-grained allocations makes
OFDMA an excellent choice for provision of PS services. The
high resolution in both time and frequency allows for CS-
like channel reservations and short burst-like high capacity
allocations. The newer Wi-Fi standards (for instance IEEE
802.11g) and the upcoming WiMAX (IEEE 802.16a) standard
all include OFDM technology.

B. Link Layer - Radio Resource Management
1) Retransmission: Retransmission at the link layer is for

services that cannot tolerate biterrors or were the cost of

Fig. 3. OFDMA channel structure

handling errors at higher layers (e.g. TCP) is too high. Retrans-
mission can induce significant delays and will add payload
overhead. Retransmission is therefore not used for lower layer
control channels.
2) Channel granularity: The present FDMA, TDMA and

CDMA schemes are inflexible with respect to channel alloca-
tion.
On the other hand, OFDMA systems do provide the nec-

essary flexibility. One can then allow UE-SN to have a
permanent low capacity (low latency) control channel. This
is attractive for PS environments, and it will permit faster
set-up of new sessions and improved management of security
contexts. A permanent control channel is also useful for fast
channel allocations to facilitate high quality PS services. This
will impact the security model in that immediate availability of
a security context is crucial for the perceived service quality.
Thus, the security context must be established prior to demand
or it must be generated on the fly.
3) Link Layer Address Schemes: Link layer address infor-

mation will be exposed in the RRM procedures. This cannot
be avoided, but unless care is taken it will allow an adversary
to track the subscribers.
4) RRM Integration: There is potential for integration of

RRM and security procedures, and in particular for session
establishment and keying/rekeying procedures. There is also
room for improved integration of handover and security con-
text transfer procedures. Integration of selected RRM and
security procedures will reduce the no. of round-trips.

C. Link Layer - Mobility Management
Many control issues and service model requirements are

intrinsic in the design of the MM mechanism. The control
model is essential to the security architecture.
1) Control Aspects: The traditional relationship between

the principals (UE,SN,HE) is asymmetrical. The HE has
jurisdiction over the UE, and the HE and SN has mutual
(roaming) agreements. By assuming transitive trust, the UE
and SN can interact. The relationship between SN-UE is
inherently unbalanced. The SN unilaterally controls channel
allocations and relocation (handover). On the other hand, the
UE is in principle entitled to choose which SN to attach to,
though it is restricted by HE-SN roaming agreements.
One may have control models in which the HE functionality

is under jurisdiction of the user (Mobile IP is an example, [13])
and were control decisions (session transfer etc) are made by
the mobile node. Whatever the control model may be, it is
crucial that the security architecture reflects the trust model
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that is assumed by the control model. In this paper we assume
a traditional cellular system control model.
2) Micro- and Macro Mobility: We define micro-mobility

to be the procedures necessary to allow seamless radio channel
transfers. Mobility is managed by coordination of resource
allocation at the physical and link layer to provide transparent
handovers between radio channels. Micro-mobility, by its very
nature, requires close coordination or the radio resources. One
often confine this type of mobility handling to homogenous
access network architectures, but we observe that micro-
mobility management can also be had for heterogenous ac-
cess networks provided one can synchronize and control the
resources closely.
Macro-mobility is normally defined as the handling of

mobility issues at the network layer. This makes close control
of the radio environment almost impossible, but it is often the
only means for handling heterogeneous access technologies.
Macro-mobility management is global in scope with respect
to addressing schemes etc and is therefore well suited for han-
dling connection reestablishment and non-time critical session
transfers.
3) Reestablishmen/handover: Transparent handovers re-

quires infrastructure resource coordination, and it is probably
best that the access network be in control of transparent
link layer handovers. Session reestablishment is easier to
provide, but it is inappropriate for streaming services (like for
instance speech). We assume infrastructure supported seamless
handovers.
4) MM Integration: The potential for integration of MM

and security procedures is good, both for the SN-UE pro-
cedures and the HE-UE procedures. We note that in par-
ticular the registrations (location updating) and the security
context establishment (and renewal) are good candidates for
integration. Even loose integration with logically decoupled
messages contained in the same packet will achieve substantial
improvement in latency as redundant round-trips are avoided.

Principle-3: In order to reduce the required no.of
signaling round-trips, selected RRM, MM and security
protocol procedures should be integrated.

IV. DESIGN OF CELLULAR ACCESS SECURITY
A. The Need for a Hierarchical Structure
One may classify the security relations according to either

spatial or temporal coverage, but in practice the two views
will yield similar structures. We have three basic levels:
• Permanent–Global. There are two types of Permanent–
Global security contexts.
A) The roaming agrement between the HE and SN.
This security context covers the necessary security cre-
dentials to set up secure communications channels be-
tween the HE and SN entities. The HE-SN roaming
agreement normally applies to all HE subscribers and
for the full SN area. The lifetime of the agreement is
normally in the order of years.

B) The subscription context between HE and UE. The
lifetime of the HE-UE context is permanent with respect
to the subscription contract. The coverage is normally
global in the sense that the UE is permitted to roam all
the networks that the HE has roaming agreement with.

• Medium–Term. Here we potentially have three contexts.
A) The HE-UE context. This medium-term context
covers authentication between HE-UE and the production
of associated medium-term security credentials. The secu-
rity credentials is to be the basis for production of session
keys for communication directly between the HE and the
UE. We note that lawful interception requirements may
demand that the SN be able to incept the communication.
The HE-UE context may be used to secure HE configu-
ration of UE data etc, but there may also be requirements
for tunneling all user related communication back to the
home network.
The validity of this context would typically be locked to
the UE presence in the service area (associated with a
server (VLR/SGSN)) or with a location area (associated
with a radio controller). The validity should also be
restricted by a maximum time and by a maximum usage
(represented as the maximum derived session key sets).
B) The HE-SN context. This context would use the
security credentials from the roaming agreement context.
One may then have mutual entity authentication between
nodes in the HE and SN networks. The respective nodes
will then have 1-to-1 medium-term context. Since this
context is independent of the UEs, we expect the contexts
to be managed independently of any particular roam-
ing/security event.
Note: We shall consider further analysis of the HE-SN
context to be outside the scope of this paper since it is
independent of UE related events.
Additionally, one may decide that it is beneficial to have
a dedicated per-UE protected channel between the HE
and the SN. The validity of the dedicated context would
similar as to the HE-UE medium-term context.
C) The SN-UE context. This context covers authen-
tication between SN and UE. It includes medium-term
security credentials to be used as basis for the short-
term context. The validity of the SN-UE context would
be similar to the HE-UE context.

• Short-Term. The short-term contexts are concerned with
session keys. We have three contexts.
A) The HE-UE context. This context contains the
session keys and is derived from the medium-term cre-
dentials. The validity of the HE-UE short-term context
is limited to the lifetime of the associated medium-term
context, but may be significantly shorter.
B) The HE-SN context. See note above.
C) The SN-UE context. This context contains the
session keys and is derived from the medium-term cre-
dentials. The validity of the SN-UE short-term context
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is limited to the lifetime of the associated medium-
term context, but may be significantly shorter. We expect
rekeying (context renewal) to occur when one change
access points, for periodic location updating and other
RRM events (like bandwidth changes, QoS changes etc).

Principle-4: A hierarchical security context structure is
needed for cellular access security.

1) Separation of Access Networks: Modern cellular systems
is expected to support multiple access methods. The SN must
therefore be prepared to support multiple heterogenous access
networks with potentially different levels of physical security
of the network elements, differing coverage of protection etc.
The actual security level of the different access networks will
vary correspondingly, and it is therefore unsound practice to
use the same security credentials for different access networks.

Principle-5: The UE-SN must maintain separate
medium-term security contexts for separate access net-
works.

B. Computational Balance
1) Triggering Events: Triggering of access security events

cannot be controlled by the principals. They must therefore be
able to execute the security protocols on demand.
2) Secure Storage Card: The secure storage cards (smart-

cards) have limited processing power and limited storage
space, but they frequently include HW support for the crypto-
primitives. The basic requirement is to compute the AKA
functions on-the-fly. Modern smartcards can do this with
relative ease.
3) The Mobile Station: The MS must be able to run the

confidentiality and integrity algorithms without delay when
the MS sends/receives data at maximum speed. In practice,
the processing requirements for the security algorithms are
modest. The primitives are typically implemented in HW to
increase processing speed and to reduce power consumption.
4) The Serving Network: The 3GPP AKA does not require

the SN nodes to do much during the AKA since the key
material and response value is pre-computed by the HLR/AuC.
For improved AKA protocols the SN should be an active
part in the AKA processing. However, the SN nodes will
serve a large number of users and must be able to execute
the AKA protocol on-demand. The instantaneous processing
requirements may therefore potentially be quite demanding.
It may be beneficial if the SN is allowed to delay non-
time critical sequences. Session security context renewal is
a sequence were the parties have some freedom in delaying
the sequence as long as it can be assured to complete before
the current context expires.
When it comes to confidentiality/integrity related processing

we have much the same case as for the MS. We assume that
the crypto-processing will relatively be modest (compared to
the radio-related processing).

5) The Home Subscriber Server (HSS): A 3GPP HLR/AuC
may serve a huge no. of subscribers. To instantly compute
session credentials for all of them will create a substantial
load. For 3GPP AKA the HLR/AuC can pre-compute AVs for
the subscribers. Peak processing performance is therefore not
too important as long as the average capacity is sufficient. For
mobile networks with distinct busy hour conditions this is a
considerable advantage.
For a post-3G HSS the situation is more difficult. AKA

events are time critical and the HSS may not be afforded
the luxury of pre-computation. The HSS must then be dimen-
sioned for a higher instantaneous crypto-processing load than
the 3GPP HLR/AuCs. Still, with optimized crypto-primitives
implemented in HW we postulate that the capacity required
need not be excessive. Due to Moore’s law we expect the
relative AKA processing requirements pr subscriber to be
lower for a post-3G HSS than it was for the AuC during GSM
rollout in the early 1990s.

C. Communication Capacity Balance

1) Radio Interface (MS-AN): For a shared radio interface
one will necessarily have capacity restrictions. These restric-
tions will not affect the modest capacity requirements for
signaling, but there are commonly restrictions on signaling
message size during the initial phase of set-up events. This
may preclude support for primitives that requires large infor-
mation elements (IEs) (e.g. Diffie-Hellman based key genera-
tion). Furthermore, support for data expanding (EK(M)→ C,
where |C | > |M |) primitives is problematic.
2) Other Interfaces: The remaining interfaces will be fixed

network interfaces with permanent resource allocations on
the link layer. The message size restrictions will then be
determined by the MTU size of the link layer and/or message
size restrictions on the network layer. In practice, these restric-
tions pose no problems for our signaling needs (the common
minimum is for a MTU size of 1500 bytes).
Use of a conventional Diffie-Hellman exchange for produc-

tion of shared secrets of 256 bits will require exchange of data
elements with a length of approx. 15000 bits, but even this is
permissible for fixed line connections.

D. Cryptographic Primitives and Key Strength

We assume that the primitives are effective and that they
are used appropriately. It has been argued that one today
should design systems for 128 bit security [14]. This is fine
for confidentiality since we already have good block cipher
primitives with 128 bit blocksize controlled by a 128 bit key.
The goal is less practical for integrity protection. To have
128 bit worth of "collision avoidance" one need, due to the
birthday paradox, as a minium a 256 bit key. The produced
integrity check value (ICV) should also be 256 bits. However,
for link layer security this is neither necessary nor feasible.
The messages are short and its totally impractical to add a
256 bit ICV to each message. Considering the validity time
of link layer messages it is also completely overkill.
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Principle-6: Confidentiality and Integrity services should
be pervasive and available to both control plane and user
plane transfers.

1) Confidentiality: We only consider symmetric primitives.
Block cipher primitives in stream mode (output-feedback or
counter mode) will likely be preferred, but we do not exclude
stream ciphers.

Principle-7: Confidentiality; Key size for confidentiality
algorithms should be 128 bit. Block size (inner state)
should be 128 bit.

2) Message Authentication / Integrity: We only consider
symmetric primitives. We do not have a strong preferences on
whether the MAC function should be constructed from ciphers
or from cryptographic hash functions.

Principle-8: Integrity; Key size for message authentica-
tion should be 128 bit. Integrity check value size should
be at least 64 bit.

The above recommendation is for link layer integrity pro-
tection. The frame/message size on the link layer is short and
adding more than 64 bits probably cannot be justified. Also,
the validity time of link layer frames is very short and thus
there is no need for protection that can withstand attacks with
years of compuation time.

E. The Basis for AKA
The UMTS AKA is based on a long-term 128 bit shared

secret, K, stored at the USIM and the AuC. For the accumu-
lated number of invocations of the AKA algorithms during the
lifetime of the UICC/USIM, the length of K seems sufficient.
The average lifetime for GSM SIM is modest (1-3 years). Even
if we assume a lifetime of 5 years and 100 AKA invocations
pr day, the total no. of AKA invocations will be less than
90000 during the lifetime of the UICC/USIM. This will not
exhaust K. We note that the USIM will only respond to valid
challenges. One cannot "drive" the functions as one can for
GSM AKA.
UMTS uses MAC functions for the AKA functions, and

use of one-way functions to derive key material seems more
attractive than to transfer keys to the UE. The alternative to
pre-shared secrets is use of public-key (PK) key pairs. We
note that ECC, with relatively short keys and fast execution,
is an excellent choice for wireless security [15]. To use
a combination of PK signatures, PK encryption and hash
functions is attractive since it provides more flexibility than
the use of pre-shared secrets does.

F. Location Privacy
To provide location privacy functionality one must hide

the correlation between the logical subscriber identity and the
presented link layer address/identity. The mechanism currently
used by 3G networks is insufficient and can be circumvented

by an active attacker. The root of the problem is that the
permanent identity, IMSI, is also an address. During initial
registration the IMSI must be in clear to the SN since the SN
needs to derive the HLR address from the IMSI. Without this
address (the Mobile Global Title) the SN cannot request the
subscriber data or the security credentials from the HLR/AuC.

Principle-9: UE identity and UE address information
should be decoupled.

Principle-10: The UE identity should never be exposed
on the radio interface.

Decoupling alone does not solve the problem, and the UE
identity must be made available to the HE. However, there
is no compelling reason for the SN to know the UE identity
provided it has assurance from the HE that it acknowledges the
UE. The justification here is that the HE has full jurisdiction
over the UE with respect to the security credentials and to
charging/billing. The SN does not need to know the true
identity of the UE provided that the HE accepts responsibility
for the UE.

Principle-11: The permanent UE identity should not be
revealed to the SN.

Registration in a new service area is always triggered by the
MS/UE. This event will also trigger the need for establishment
of a security context between the SN and the UE. In order to
manage the security context and the channel allocations one
needs a reference. This reference (TREF) only needs to be
a temporary link layer reference for communication between
the UE/MS and the SN/AN. It is possible for both the UE
and the SN/AN to generate the TREF. We note that if the UE
is to generate TREF, then the TREF information element will
have to be generated at random and it must have sufficient size
for collisions to occur at a very low probability. Given that a
service area potentially can encompass millions of subscribers,
we must require the bit length of the TREF to be comparatively
long. However, even if the service area contains a billion active
users, a 64 bit TREF will make the probability so small as to
be completely insignificant. We therefore postulate that the
temporary identity (TREF) can be selected by the UE.
To maintain location privacy, we must additionally require

that the TREF, combined with radio context information, does
not permit the an adversary to derive the true user identity.
As has been mentioned, the MM Registration procedure is
triggered by the UE. If this procedure is integrated with the
medium-term security context set-up, one can optimize the
signaling and still provide full location privacy. This would
require the UE to be the initiator of the AKA protocol and the
entity that chooses the TREF.

Principle-12: The UE shall be the initiator of the AKA
protocol for medium-term security context establishment.
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Another aspect of location privacy is whether or not the HE
needs to know the location of the UE. We postulate that the HE
does not have a legitimate need to know the precise location
of UE for execution of AKA. See [16] for a proposal on how
to limit HE knowledge of UE position. We must balance this
against the legitimate need the HE has for "home control" [17].
The SN will always be able to deduce UE location based on
radio information, but this is permissible since we have stated
that the SN shall not know the permanent UE identity.

Principle-13: The HE shall not be given precise UE
location information.

We note that the service area, which is associated with the
SN server (VLR/SGSN), will likely be known to the HE. The
location area would not normally be known to the HE, but
unless this area is very small it may also be permissible to let
the HE know the location area code.

V. FORMAL VERIFICATION
Correctness, both at the (syntactical) protocol level and

(semantic) security logic level, is an absolute condition.
Model checking tools are very appropriate for communication
protocols. Tools like Promela/SPIN [19] are excellent for
verifying state-machine properties, but have weak support for
verification of security properties.
Security properties have traditionally been verified by logic

based tools and techniques. The IST AVISPA project have
successfully managed to develop model checking tools for
security verification. An example here is the OFMC [20]
tool which is both efficient and effective at verifying security
protocols.
However, no single tool/technique will suite all needs. We

therefore advocate the use of multiple formal verification
methods since the various techniques and tools have different
strengths and weaknesses.

Principle-14: Formal verification of security protocols is
essential for our trust in the protocols.

VI. SUMMARY
1) Flawed 3G Security: Our analysis shows that the current

3G cellular access security architectures are flawed. The
problems are related to system features and restrictions in-
herited from the 2G antecedents, including an outdated 2G
trust model, a 2G system architecture and service model
focused almost exclusively on CS service provision and finally
technical restrictions due to the now obsolete SS7 signaling
protocols.
2) Improved Integration: Future cellular system will have

better and more flexible radio networks. This will allow for
designs with integrated RRM, MM and security protocols,
and one may then be able to provide near instantaneous
access. To be able to realize this potential one needs to
rethink the cellular access security model and to develop new
security architectures in conjunction with the RRM and MM
functionality.

3) Design Principles: The set of identified principles and
remarks collectively form a a high-level set of guidelines and
observations for cellular access security. This is in the spirit
of the principles in [18], although here applied to a specific
domain. The principles constitute a valuable input for the
design of a cellular access security architecture, but they are
no substitute for formal verification.
4) Conclusion: We have analyzed the current 3G access se-

curity and found it wanting. From a performance perspective,
better integration with RRM and MM procedures is necessary.
The full potential will only be realized for high-capacity radio
networks with flexible channel management.
We believe that our stated principles can form the basis

for design of modern cellular access security architectures.
However, we do not claim that our set of principles are
exhaustive or that following them will necessarily lead to an
efficient and effective security architecture.
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Abstract— In a private similarity search (PSS) protocol, a client
receives from the database the entry, closest to her query, without
either the client or the database getting to know more information
than necessary. PSS protocols have potentially wide application
in areas like bioinformatics, where precise queries might be
impossible. We show that the previously proposed PSS protocols
by Du and Atallah have serious weaknesses; in particular, some
of their protocols can be broken by a semi-honest third party who
observes a relatively small amount of traffic. In several cases, we
show that even maximally securified versions of these protocols—
when used as proposed by Du and Atallah—are not private in
the sense, needed in the practice. We propose a few protocols that
are better from the privacy viewpoint, but none of the proposed
protocols is really efficient.

Index Terms—Cryptanalysis, cryptographic protocols, privacy-
preserving data-mining, private similarity search.

I. I NTRODUCTION

In a private similarity search (PSS) protocol [1], a client
receives from the database (the index of the) the entry, closest
to her query, without either the client or the database getting
to know more information. Similarity search is used in many
cases where, e.g., finding the exact match is impossible or
infeasible, when the data is corrupted by noise or the user
is really interested in similar objects. A canonical application
area of the PSS is bioinformatics, together with related fields
like biometrics. A motivating task could be, given a DNA
sample of a criminal, to find the closest match in the genome
database without compromising the safety of honest citizens.
To implement such applications, one must address the privacy
concerns. Otherwise, both clients and database maintainers
would be discouraged to participate in such services.

One can expect private similarity search to be a hard
problem, in particular since at some point during the PSS
protocol, the participants have to find minimum over non-
public distances. Private minimum finding is a well-known
cryptographic hard problem and only generic inefficient pro-
tocols for it are known [2].

Thus, one cannot expect to design really practical protocols
for the PSS that are secure in the sense of secure two-party
computations [3]. The main goal of published research on
the PSS [1] has been to proposeefficientPSS protocols that
are secure according to somewhat less stringent notions. For
example, in [1] the authors propose several PSS protocols that
are relatively efficient but make use of a conditionally trusted
third party Ursula, who is assumed to follow the protocol and
not to collaborate with any other party. Moreover, the protocols

from [1] are only claimed to be secure againstciphertext-only
attack.
Our contributions. We show that several protocols in [1] are
insecure even following the weak security definitions of their
authors. First, [1] proposes protocols for the PSS with respect
to the Euclidean distance. This protocol essentially employs
a private minimal scalar product (PMSP) protocol, using the
help of Ursula to find the minimum. The PMSP protocol masks
the real distances by usingadditive masking functions.

We show that the PMSP protocol of Du and Atallah [1] is
completely insecure against ciphertext-only attacks. Namely,
we show that a conditionally trusted third party Ursula can
recover the queries by observing a small amount of traffic and
using a straightforward matrix equations. Our attack against
this protocol succeeds with a very high probability as soon as
the database has a reasonable size. As a consequence, the full
PSS protocol becomes insecure in practice.

After that, we show that all PMSP protocols, that are
computed by using additive masking functions, must reveal
the differences between the scalar products. We then propose
two new SMSP protocols that do not reveal anything else,
except these differences, in the security-model proposed by
Du and Atallah (security against ciphertext-only attacks with
the help of a semi-honest third party Ursula). This protocol is
as efficient as the Du-Atallah PMSP protocol and quantifiably
more secure.

However, ciphertext-only security is not sufficient in many
practical applications, since additional public information
about the database may easily disclose private information.
We argue that practical PSS protocol must at least withstand
statistical attacks (where the attacker knows something non-
trivial about the database) and known-plaintext attacks. We
show that any PMSP protocol, where Ursula learns distance
differences, is insecure against very simple statistical attacks.
While a refinement to the additive masking (the use of order-
preserving affine transformation, defined later in this paper)
can resist simple statistical attacks, it is not sufficient for more
elaborate attacks. Finally, in Sect. IV, we propose the divide
and conquer technique that provides more security, but it is
also computationally more demanding.

We stress that also the protocols, proposed in this paper,
are applicable only in limited environments, e.g., when only
the ciphertext-only attacks are allowed. Still, the provably
secure alternative of using Yao’s alternative garbled circuit
evaluation [4] is computationally too costly for large databases,
and therefore our new protocols could be used in the practice
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when a trade-off between security and efficiency is desired. It
is a major open problem to design a PSS protocol that is both
secure and efficient.
Road-map. Section II introduces the reader to notation and
preliminaries. Section III describes our attacks against MIN-
DASP protocol and improved PSS protocols. Section IV
gives a brief overview of other possible attack scenarios and
solutions.

II. N OTATION AND PRELIMINARIES

Notation. A PSS database can consist of either discrete,
continuous or hybrid vectors. For example, genome data can
be represented over discrete alphabet, whereas biometric data
is inherently continuous. For discrete data, we use elements of
some quotient ringZt, and we think of continuous parameters
as fixed point real numbers that are mapped intoZt by using
a suitable affine transform.

For n-dimensional vectors, two standard distance functions
are the Euclidean distanced2(x,y) :=

[∑
i(xi − yi)2

]
1/2

and the Manhattan distanced1(x,y) :=
∑

i |xi − yi|, where
all calculations are done inR. (If made in Zt, no modular
reductions should appear in the computations.)
Cryptographic background. A public-key cryptosystemΠ is
a triple (G, E, D) of probabilistic polynomial-time algorithms
for key-generation, encryption and decryption. A cryptosystem
Π is homomorphic ifEK(m1; r) · EK(m2; s) = EK(m1 +
m2; r ·s), where+ is a group operation and· is a groupoid op-
eration, and semantically secure if no probabilistic polynomial-
time adversary can distinguish between random encryptions of
two elements, chosen by herself. See, e.g., [5], for an efficient
semantically secure homomorphic public-key cryptosystem.
Linear-algebraic background. The next results are necessary
to quantify our attacks in the next section. For the sake of
completeness, we present them together with proofs.

First, let us denote the ring ofm×n matrices over the ring
Zt by Matm×n(Zt). Recall that a matrix equationMx = y
over the finite fieldGF(q) = Zq can have at mostqn−rank(M)

solutions. Generally, whenZt is a ring, the solution ofMx =
y is unique iff the matrixM is left-invertible. LetL be the
set of left-invertible matrices. DefinePm×n(t) := Pr[M ←
Matm×n(Zt) : M ∈ L].

Lemma 1:Let m ≥ n, let q, q1, . . . , q` be some
primes. Then the following claims hold: (a)Pm×n(q) =∏n−1

k=0

(
1− q−m+k

)
;

(b) Pm×n(qr) = Pm×n(q);
(c) Pm×n(qr1

1 · · · q
r`

` ) =
∏`

i=1 Pm×n(qi).
Proof: (a) Since Zq is a finite field, a matrixM

over Zq is left-invertible iff all columns ofM are linearly
independent. Now, if the firstk columns ofM are linearly
independent, they span a vector space of dimensionk and size
qk. The probability that the next column avoids this space is
1−qk/qm and thus probability that alln columns are linearly
independent is

∏n−1
k=0(1− q−m+k).

(b) Follows directly sinceM has a left-inverse moduloqr iff
M mod q has a left-inverse moduloq. (c) By the Chinese
remainder theorem, matricesMi ≡ M mod qri

i for every

i have left-inverses iffM does. Random sampling inZt is
equivalent to random sampling moduloqri

i for every i, and
thus the probability in this case is just a product of the
probabilities given by case (a).
Private similarity search. A private similarity search (PSS)
protocol has two parties, the querier Alice and the database
owner Bob. Alice’s private input is a vector (query)x;
Bob’s private input is the database with vector elements
y1, . . . ,ym. Assume that the similarity between two vectors
is determined by a public distance (score) functiond(·, ·).
During a PSS protocol, Alice learns thematch indexb,
s.t. yb = arg minyi

d(x,yi). and the correspondingmatch
score d(x,yb) = mini d(x,yi). If b is not unique, Bob
may return a randomly chosen index that minimisesb. Alice
must gain no new information, except her private output (the
match index and the match score). Bob must gain no new
information. Some PSS protocols use a conditionally trusted
third party Ursula, who must gain no new information during
the protocol.
Du-Atallah protocol for finding minimal Euclidean dis-
tance.The task of finding the closest match can be simplified
when d(·, ·) is the Euclidean distance. Then one can ignore
the square root and computed2(x,yi) :=

∑n
j=1(xj − yij)2,

where yi = (yi1, . . . , yin). Moreover, sinced2(x,yi) =
x2 − 2x · yi + yi

2 andx2 is a constant known to Alice, it is
sufficient for Alice to learn the minimal value of−2x·yi+yi

2

over all i-s. The latter task can be reduced to the private
minimal scalar product problem by defining new vectorsx′ :=
(−2x1, . . . ,−2xn, 1) and y′

i := (yi1, . . . , yin,
∑n

j=1 y2
ij) for

all i-s; thenx′ · y′
i = −2x · yi + yi

2.
Since only generic inefficient protocols are known for the

minimum finding [2], the hardest part of any reasonable
PSS protocol is to find the minimum over the distances.
To overcome this issue Du and Atallah proposed in [1] to
use a trusted third party Ursula. Their proposed protocol,
M INDASP, is depicted by Protocol 1.

INPUT: A query x and a databasey1, . . . , ym.
OUTPUT: The indexb and the scorex · yb.

1) Alice and Bob jointly generate two random numbersrA, rB .
2) For every rowi:

a) Alice and Bob jointly generate two random vectors
RA

i , RB
i .

b) Alice sendswA
i ← x + RA

i andsA
i ← x ·RB

i + rA

to Ursula.
c) Bob sendswB

i ← yi + RB
i andsB

i ← RA
i ·wB

i + rB

to Ursula.
d) Ursula computes and storesvi ← wA

i ·wB
i − sA

i − sB
i .

3) Ursula finds an indexb for which vb = mini vi. She sendsb
andvb to Alice. Alice outputsvb + rA + rB .

Protocol 1: M INDASP protocol.

During this protocol, for everyi, Ursula learns the value
vi = x·yi−rA−rB for rA andrB unknown to her. Therefore,
provided that Ursula is honest, Alice learns the correct answer.
Though Ursula gains new non-trivial information about the
query, the authors of [1] argue that it is not sufficient to

74 NORDSEC 2004



reveal either the match scores, the queries or the database.
However, [1] does not give any further analysis. It also does
not specify how to choose random values. In the case of a
discrete search space, we should useZt with t being larger
than any intermediate scalar product. More precisely, let∆ :=
max{x · yi − x · yj}; then we must havet > 2∆ since
otherwise, Ursula cannot determine the smallestvi. Thus, in
the discrete case, Alice and Bob first agree on a safeZt,
perform all calculations inZt and choose all necessary random
numbers uniformly fromZt. If the vectors are continuous,
Alice and Bob have to embed real numbers into large enough
Zt. More precisely, they should first fix the precision parameter
p and use transformationx 7→ bp · xe. Therefore, we must
have t > p2∆, since otherwise Ursula cannot determine the
minimum.
Du-Atallah security model. In the security model of Du and
Atallah, only ciphertext-only attacks with the next restrictions,
are allowed: Ursula colludes with nobody and has no prior
information about queries and a database. A protocol is
considered secure in this model if Ursula cannot restore any
queries, database vectors or corresponding match scores. It
is still required that Bob must learn no new information
and Alice must only learn the match index and the match
score. It is easy to see that during the MINDASP protocol,
Ursula can trivially learn distance differences. This does not
directly imply that ciphertext-only attacks are dangerous to this
protocol in the Du-Atallah security model, as the differences
themselves do not reveal any vectors or match scores.

III. A NALYSIS OF SMSP PROTOCOLS

Efficient ciphertext-only attack against MIN DASP. Recall
that m is the number of database elements andn is the
dimension of the vectors.

Lemma 2:Assume that the MINDASP protocol is executed
over the ring Zt. If m > n, a semi-honest Ursula can
reconstructx with probability P(m−1)×n(t).

Proof: For anyi, sB
i = (wA

i − x) ·wB
i + rB and thus

wB
i ·x = wA

i ·wB
i + rB − sB

i . Hence, Ursula obtainsm− 1
equations(wB

i −wB
1 ) ·x = wA

i ·wB
i −wA

1 ·wB
1 −(sB

i −sB
1 ).

The claim now follows from Lemma 1.
As an example, ift = 10, n = 6 and m = 7, the success

probability is roughly0.22, while m = 11 raises it to0.94. If
m > 2n, the success rate will be almost1.
Improved protocols. Next, we propose two alternative PMSP
protocols that achieve the security goal, proposed by Du and
Atallah: namely, Alice learns exactly the closest match and the
match index, Bob gains no new information and Ursula learns
only the distance differencesdij := d(x,yi)− d(x,yj).

The MINTSP protocol, depicted by Protocol 2, is a simple
tweak to MINDASP that achieves the required security level.
(Note that scalar products in the MINTSP protocol represent
distances up to an additive constant.)

Lemma 3:Assume the participants are semi-honest. During
a single run of Protocol 2, Alice learns only the match score
and match index, Bob learns nothing and Ursula learns only
the scalar product differencesdij := x · yi − x · yj .

INPUT: A query x and a databasey1, . . . , ym.
OUTPUT: The indexb and the scorex · yb.

1) Alice and Bob jointly a random query keyr.
2) For every rowi:

a) Alice and Bob randomly choose vectorsRA
i , RB

i and
a scalarri.

b) Alice sendswA
i ← x + RA

i andsA
i ← x ·RB

i + ri to
Ursula.

c) Bob sendswB
i ← yi + RB

i and
sB

i ← RA
i ·wB

i − r − ri to Ursula.
d) Ursula computes and storesvi ← wA

i ·wB
i − sA

i − sB
i .

3) Ursula finds the minimising indexb such thatvb = mini vi.
Then sendsb andvb to Alice, who finds the scorevb − r.

Protocol 2: The MINTSP protocol

Proof: Correctness is clear, sincewA
i ·wB

i −sA
i −sB

i =
(x + RA

i ) · (yi + RB
i )− (x ·RB

i + ri)− (RA
i · (yi + RB

i )−
r − ri) = x · yi + r. It is straightforward to simulate the
views of Alice and Bob, and therefore nothing will be leaked
to them. To prove that nothing else, except the valuesdij , is
leaked to Ursula, we show how to perfectly simulate views
of Ursula by a simulator who knows all the differencesdij .
Consider the view of Ursula. In a valid protocol run, Ursula
sees tuples(wA

i ,wB
i , sA

i , sB
i ), such thatwA

i ·wB
i −sA

i −sB
i =

x · yi + r. SinceRA
i ,RB

i , ri are chosen uniformly, the triple
(wA

i ,wB
i , sA

i ) has also a uniform distribution. Consequently,
the simulator can choosēv1, w̄

A
i , w̄B

i , s̄A
i at random and

computes̄B
i = w̄A

i · w̄B
i − s̄A

i − v̄1 − di1.
To reduce the number of required random bits and the com-

munication, Alice and Bob can use a pseudo-random generator
for generatingr, RA

i ,RB
i , ri. Then they have to agree only on

random seeds and only send the tuple(wA
i ,wB

i , sA
i , sB

i ) to
Ursula. This reduces the communication between Alice and
Bob to a few hundred bits.

Provided that vectors belong or can be safely embedded into
Zn

t , whereZt is the plaintext space of the used semantically
secure homomorphic public-key cryptosystemΠ = (G, E, D),
one can alternatively use the next communication-efficient
M INHSP protocol, depicted by Protocol 3. Note that the same
key K can be used in multiple protocols.

ALICE’ S INPUT: A query x = (x1, . . . , xn)
BOB’ S INPUT: A databasey1, . . . , ym, whereyi = (yi1, . . . , yin).
OUTPUT: The indexb and the scorex · yb.

1) Ursula generates a new private-public key pair forΠ and
sends the public keyK to Alice and Bob.

2) Alice and Bob choose a randomr from the plaintext space of
Π.

3) For eachj ∈ [n], Alice sendscj ← EK(xj ; tj) to Bob,
wheretj is a fresh random number.

4) For each rowi, Bob sendssi ←
Q

c
yij

j · EK(r; t), for a
fresh random numbert, to Ursula.

5) Ursula decrypts the result and sends the match indexb and
vb ← DK(sb) to Alice. Alice computes the scorevb − r.

Protocol 3: The MINHSP protocol

Alice’s and Bob’s privacy in the MINHSP protocol relies on
the semantical security ofΠ. The security proof for Protocol 3
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is very standard and therefore omitted. The MINHSP protocol
requires n encryptions by Alice, andmn exponentiations
by Bob. The number of exponentiations can be amortised.
For example, if vectorsyi consist of binary data, Bob will
not have to perform any exponentiations. Hence, the most
demanding computational burden ofm decryptions is placed
on Ursula. The communication of the MINHSP protocol is
only m+n ciphertexts, whereas the MINTSP protocol requires
sending at least2m(n+1) scalars. Since the MINTSP protocol
is computationally more efficient, we will have a trade-off
between communicational and computational complexity.

IV. SECURITY AGAINST MORE ELABORATED ATTACKS

To avoid the costly minimum finding operation, the previous
protocols make use of a trusted third party Ursula. However,
Ursula learns some non-trivial information—namely, the dis-
tance differences—about the queries and the database. Next,
we will analyse how Ursula can abuse this information and
what could be the possible counter-measures.
Known-plaintext attacks. As Ursula obtains the list of dis-
tance differencesdij = x·yi−x·yj , the knowledge ofx·yi for
any singlei reveals all scalar products. If Ursula knowsr > n
database elementsyi0 , . . . ,yir

, she will obtainr equations
diki0 = x · (yik

− yi0). Consequently, she can restore all
query vectorsx, provided thatyi1 − yi0 , . . . ,yir − yi0 are
linearly independent. The latter holds for a random database
with probability, given by Lemma 1. By a similar argument,
the knowledge ofr > n linearly independent query vectors to
the same database reveals all differencesyj − y1.

Some simple attacks can be avoided by randomly permuting
the database elements before each query. This forces Ursula
to determine the valuesvj0 , . . . , vjr

that are paired with
yi0 , . . . ,yir . Since the number of valid pairings ism(m −
1) · · · (m−r+1), wherem is the number of database elements,
such attacks become infeasible for most databases, at least if
assuming that Ursula does not have any extra knowledge about
the database.
Statistical attacks. However, the random permuting of the
database rows does not provide absolute protection since
Ursula still learns the multi-set{d(x,yi) + r}. If n is large
and the database vectors contain enough entropy, then one can
approximate the empirical distance distribution with a data-
independent distribution (this is caused by thecurse of high
dimensions). This statement is of course purely qualitative;
quantitative estimates require the knowledge of the distribution
of query and database vectors. For example, if the database
and query vectors are uniformly and at random chosen from
{0, 1}n, then the distribution ofd2

2 can be approximated with
the Gaussian distributionN (n

2 , n
4 ). Similar results can be

obtained if the vector components are assumed to be (weakly)
independent; then the desired results follow from the theorems
of weak convergence.

Assume now that the distance distributionD is known to
Ursula and for a single query, all distances are independently
sampled fromD. Consequently, Ursula can compute several
point estimators like the mean value, the median or the

variance and then use the obtained knowledge to reconstruct
the match score. For example, in the case of the MINTSP
and the MINHSP protocols, one can compute the expected
value ofvi, Exp(vi) := 1

m

∑m
i=1 vi = Exp(di) + r. Therefore,

d(x,yb) = vb − Exp(vi) + Exp(di). Since by assumption,
all di-s are sampled randomly fromD, then the standard
central limit theorem assures thatExp(di) has the Gaussian
distributionN (µ, σ2/m), whereµ andσ are the mean and the
variance of the distributionD. Let d∗ = vb−Exp(vi)+µ, then
one can use standard results from statistics to show that the
match scored(x,yb) is in the intervald∗ ± σ2/

√
m with the

probability 68%. For example, ifn = 100, µ = 50 andm >
σ2 = 625, Ursula can with probability68% infer the match
score with precision±1. Ursula can estimate the variance
σ2 ≈ Exp((vi−Exp(vi))2) = 1/m

∑
i(vi−Exp(vi))2 directly

from the multi-set{d(x,yi) + r} and thus also compare the
different match scores without knowing the distribution.
Detection of identical queries. In all presented protocols,
Ursula can detect identical queries, since identical (or even
just similar) queries have identical (resp., similar) distance
multi-sets{d(x,yi)}. Thus, with a high probability, Ursula
can decide whether two queries were equal or not. The rate of
false positives—two different queries that have have identical
or similar distance multi-sets—depends on database vectors,
but is certainly small. E.g., this rate can be computed if all
distances are sampled independently fromD. If the queries
are similar,d(x1,x2) < τ , then |d(x1,yi)− d(x2,yi)| < τ .
If v1

i andv2
i are ordered lists of the valuesvi obtained in the

PSS protocols then for similar queries,|v1
i −v2

i −v1
1 +v2

1 | < τ .
Order preserving transformations. The previously described
protocols make use of the simplest order preserving transfor-
mationdi 7→ di + r. This map corresponds to the use of one-
time pad, and thus the knowledge of a single distance compro-
mises all distances. If say a randomised affine transformation
di 7→ sdi + r + ε, with a random distortionε, is used, we get
a bit more security but the database can still be completely
determined by a known distance pair.

In the MINTSP and MINHSP protocols, it is straightfor-
ward to replace the additive masking function with an affine
transformation. First note that not all affine transformations
preserve order: (a)∆ := max{x · yi − x · yj} < t/(2s)
must hold to avoid modular reduction; (b)0 < ε < s must
hold to avoid local re-ordering. Thus, to implement affine
masking, Alice must chooses randomly from valid interval
s ∈ [smin, smax], wheresmin and smax are chosen so that
the resulting transformation would preserve order, and then
use sx instead ofx, while Bob must user + ε instead of
r. However, as not all values ofs are valid, Ursula knows
that di − dj ∈ [(vi − vj)/smax, (vi − vj)/smin]. Hence, the
ratio smax/smin classifies the maximum uncertainty, though
the knowledge of∆ sometimes allows to exclude part of the
interval. Therefore, the knowledge of the mean valueµ of D
does not reveal the match score ifsmax/smin > µ/(µ−dmin),
wheredmin = mini di.
Divide-and-conquer technique. The underlying idea of
divide-and-conquer approach (see Protocol 4) is to find mini-
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mum in several stages with a tournament scheme.

INPUT: A query x and a databasey1, . . . , ym.
OUTPUT: The indexb and the scorex · yb.
INITIAL STAGE

1) Bob randomly permutes the database and divides it intok
random almost equally-sized blocksy(1), . . . , y(k).

2) For everyj ∈ {1, . . . , k}:
a) Run a minimal scalar product protocol on inputsx and

y(j), so that Ursula obtains the match indexbj and
vbj ← mini x · y(j)

i .
b) Ursula generates two random valuesbB

j mod k and
dB

j mod t, and sends them to Bob. She sends
bA
j ← bj − bB

j mod k anddA
j ← vbj − dB

j mod t to
Alice.

SECOND STAGE

1) Alice and Bob jointly generate a random permutationπ.
2) Alice and Bob choose a random keyr.
3) For every indexj, Ursula learnsvπ(j) = dA

π(j) + dB
π(j) + r.

4) Ursula sends minimising indexτ := arg minj vπ(j) to Alice.
5) Alice uses private information retrieval to getdB

τ andbB
τ and

computedb andb.

Protocol 4: Divide and conquer algorithm

As the minima are taken over smallerk-element blocks,
the scheme is more resistant against statistical attacks and the
empirical point estimates are less precise. It also makes harder
to detect identical (similar) queries, since Ursula sees only a
small random fraction sharesvi1 , . . . , vik

in every stage.
It is easy to generalise this protocol to an arbitrary number

of stages. Again, instead of the additive masking, Alice and
Bob can use more complex order-preserving transformations,
for example affine transformation. Consider for example the
extreme case, where there are only two values in each block.
Then statistical attacks are not applicable and the distance
difference is bounded to interval[(v1 − v2)/smax, (v1 −
v2)/smin]. Moreover, Ursula cannot link different stages—
for each comparison there are two equiprobable ways to
assign winner. Consequently, it is infeasible to look through
all possible tournament trees. Therefore, the scheme is secure
against statistical attacks.

This protocol is computationally more demanding since
computationally-private information retrieval protocols are not
cheap computationally or communicationally. (The currently
most communication-efficient protocol [6] has communication
complexityΘ(log2 n · k + log n · `), wheren is the size of the
database,k is the security parameter and̀is the bit-length
of transferred strings.) Still, it is several orders of magnitude
more efficient than Yao’s garbled circuit evaluation [2]. The
latter requires roughly one oblivious transfer per input bit and
a large garbled circuit description.
Attacks against some other PSS protocols from [1].Random
permutations are not always applicable and thus known-
plaintext attacks can be dangerous. For example, Du and
Atallah proposed two protocols (see sections 4.4.1 and 4.5.1
from [1]) for PSS for Euclidean distance, when the database
itself is outsourced to potentially hostile party. In both cases,
Alice outsources her databasey1, . . . ,ym in a garbled form

to Bob. Omitting unnecessary details, Bob receiveszi = Qy′
i

whereQ is a random invertible matrix known only to Alice.
Each query vector is in formq = Q−1x′ so that Bob can
computevi = q · zi = x′ · y′

i.
In the SSO protocolx′ and y′

i is chosen so thatvi =
(x−yi)2+r for all i-s. Therefore, the leakage ofyi0 , . . . ,yir

has a devastating effect. Bob can solve the linear equations
vik
−vi0+yi0

2−yik
2 = −2x·(yik−yi0) and determine query

vectors. Then he can use revealed query vectorsx1, . . . ,xs

to reconstruct the database.
In the SSCO protocol, Bob obtainsvi = s(x − yj)2 + r.

Thus Bob can treat equalityvik
− vi0 = −2sx · (yik

−yi0)+
s(yik

2 − yi0
2) as linear equation with unknownsx∗ = sx

ands. Similarly, the revealed query vectorsx1, . . . ,xk enable
to reconstruct the database. To conclude, both protocols are
insecure in practice—only a small leakage of database vectors
compromises the entire garbled database.
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Abstract—This paper presents Carnival, a framework 

providing privacy access control and audit functionality to 
application developers. Carnival enforces privacy policies that 
regulate access based on the action requested, the identity and/or 
roles of the requesting user, the purpose of the access, the 
identity and preferences of the data subject associated with the 
data, and the type of personal data to be accessed. A description 
of our implementation of Carnival in Java, and an outline of how 
to develop and deploy applications using this framework, is 
provided. 

 
Index Terms—Access control, Privacy, Privacy policy 

enforcement. 

I. INTRODUCTION 
The presence of extensive data collection and processing 

capabilities threatens the privacy of individuals and 
organizations. However, the inherent privacy intruding effect 
of these collection and processing practices can be 
substantially reduced. 

Data collectors should analyze their current collection 
practices and evaluate the types and amount of data collected, 
whether the collection is “needed and worth it” and whether 
pseudonymized data or less granular data is sufficient for the 
purposes of the data collection. (See e.g. Hansen and 
Pfitzmann [11] for a definition of pseudonymity.) 
Furthermore, under some circumstances it is possible to let the 
data subject, i.e. the person whose identity is, or may be, 
connected to the data, remain in control over her personal data 
by letting her control the transformation between pseudonym 
and identifier. That is, the data subject controls the keys that 
unlock the pseudonyms. 

However, there are circumstances where processing of 
identifiable personal data is both useful and necessary. For 
example, medical data must be collected and processed within 
the hospital sector, and banks need personal data to evaluate 

customers’ credit. In other cases, processing of personal data 
(possibly pseudonymized) is not strictly necessary, but may be 
of benefit to both data collector and data subject. An example 
of such a case is the possibility for a data collector to 
customize offers to the data subject based on her interests, 
history, and current context, e.g. location. 
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In any case, as long as the personal data is not anonymized, 
its use needs to be regulated. This paper proposes an 
automated mechanism for mandatory enforcement of privacy 
promises given to customers.    

A. Motivation 
The data subject whose personnel data is collected and 

stored usually has little control over its usage. The notion of 
privacy when personal data is collected implies some form of 
trust in the data-collecting entity, but this trust is not 
necessarily extended to its employees. There is thus a need for 
privacy protection mechanisms to enforce the privacy 
promises made by data-collecting organizations to data 
subjects (e.g. customers). 

Furthermore, privacy is very subjective. Different people 
have different opinions of what is privacy intrusive and what 
is not, and also on whether an entity is trustworthy or not. In 
other words, people have different privacy preferences, and 
should be allowed to express these preferences and have them 
respected. For an organization having thousands of customers 
with different privacy preferences, automated solutions for 
privacy enforcement are necessary. 

A system for automated and mandatory enforcement of 
privacy policies would provide a tool for organizations to 
enforce the privacy promises given to customers. The 
implementation of such a system in an organization may 
contribute to the establishment of trust, and allow individual 
preferences to be taken into account. 

This paper presents Carnival, a framework which, when 
integrated with applications, provides both access control 
regulated by privacy policies, and audit functionality to ensure 
accountability. 

Carnival provides functionality for proactive and reactive 
control to ensure that the purpose of each access corresponds 
to the purpose stated when the data was collected. It provides 
a tool for organizations to ensure that their privacy promises 
are enforced and not breached by individuals associated with 
the organization. 

B. Outline  
Section II presents some related work in the area of privacy 
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access control. How privacy access control differs from 
“traditional” access control is discussed in section III. Then, in 
section IV the functionality needed in a framework like 
Carnival is explored. How this functionality is provided by 
Carnival is discussed in section V, and section VI explains 
how Carnival is configured and used. Finally, section VII 
provides some closing remarks.    

II. RELATED WORK 
In [7] Fischer-Hübner presents a formal task-based privacy 

model for enforcement of privacy policies and its 
implementation. The central idea is to control access to 
personal data through strict control of the tasks users perform. 
In this setting, a task consists of a set of allowed 
transformation procedures. Access to personal data is only 
granted if it is necessary for the task, the user is authorized for 
the task, and the purpose of the task corresponds to the 
purpose stated when the information was collected, unless the 
user has consented to the new purpose. 

Karjoth and Schunter present a privacy policy model for 
enterprises in [10]. They create a privacy control language that 
includes, among others, user consent, other conditions, and 
obligations. The policy model allows administration of the 
system authorizations to be distributed e.g. between a privacy 
officer and a security officer, while guaranteeing separation of 
duty. 

IBM has developed Declarative Privacy Monitoring (DPM) 
[5]. DPM is a Java library for adding privacy access control 
and auditing functionality to J2EE web applications, and 
hence it can only be applied to applications running in a J2EE 
context. In contrast, our implementation of Carnival works 
with plain Java applications. Like Carnival, DPM provides 
access control based on the action requested, the identity/role 
of the requesting user, the purpose of the access, the identity 
and preferences of the data subject associated with the data, 
and the type of personal data to be accessed. However, DPM 
does not include any functionality for communicating the 
current task (i.e. purpose) to the user or functionality for the 
user to override the current task. 

In [2] we present a framework for enforcement of privacy 
policies. Here we give a description of the functionalities that 
are necessary to enforce privacy policies and legislation. In 
the context of this framework Carnival implements the 
Reference Monitor and it provides a tool for generating the 
logs that are analyzed by the components of the Monitoring 
element. 

The Hippocratic Database concept is introduced in [1]. It is 
argued that future database systems should include 
functionality for protecting the privacy of the data they store. 
A strawman design for such a database is presented. The 
design outlines, among others, how queries on the data in the 
database is regulated according to policy and how information 
about performed queries are logged. 

One main difference between the proposed solutions is at 
which layer the privacy access control logic is applied. The 

purpose of an access is easiest determined at the layers closest 
to the user, whereas the personal data accessed is easiest 
determined at lower layers. DPM, like Carnival, implements 
access control in the data layer of the application and 
determines the purpose of access in higher layers. The 
Hippocratic Database implements access control in the 
database layer, and the implementation of Fischer-Hübner’s 
privacy model implements access control in the operating 
system layer. These two last solutions require applications to 
propagate the purpose of accesses to the database and the 
operating system, respectively. 

III. PRIVACY ACCESS CONTROL 
Access control forms a necessary basis for enforcement of 

privacy, but it is important to realize that privacy access 
control is different from “traditional” access control. This is 
mainly for two reasons.  

First, the purpose of data access is important. When 
personal information is collected, the purpose of the collection 
must be stated. If a subsequent request for access to the 
information is made, the purpose of the information access 
must correspond to the purpose stated when the information 
was collected. Using the information for other purposes 
should not be allowed unless the data subject consents, or 
there is a legal right (or obligation) to do this. These principles 
can be found in the OECD guidelines [12], and are important 
in most enacted privacy legislations (e.g. EU Directive [6]). 
The stated purpose of accesses is up to the discretion of the 
user and therefore audit is necessary to detect misuse through 
false purpose statements. 

Second, access to personal information could lead to 
obligations that must be addressed. For example, legislation 
may require that a person should be notified when someone 
runs a credit check on him, or one may be required to delete or 
depersonalize information after a given period of time. In 
many cases, it is not possible to check that the obligations are 
fulfilled before information access is granted. Hence, proper 
workflow control and audit of system behavior are crucial to 
ensure that obligations are indeed fulfilled as required. 

Privacy access control is regulated by the rules of a privacy 
policy. An example of such a rule written in plain English is: 
“An insurance agent (role) may read (action) information 
about my financial situation and living conditions (data type) 
if he uses it to offer me a tailored insurance package 
(purpose), provided that I am notified (obligation)“. Such 
rules may be written in a machine-readable policy language, 
e.g. EPAL [3], for automated evaluation by a rule engine. 

Carnival regulates access based on the current purpose of 
the user. Privacy policies, and the purpose statements they 
contain, may be rather abstract to be manageable and 
accessible to humans. Computer applications are generally 
only aware of what the user wants to do (i.e. the requested 
operation), not why (i.e. for which purpose). To automatically 
enforce abstract policies the stated purposes may have to be 
refined into more concretely defined purposes and these 
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purposes can be associated with the operations of the 
application. 

If individual preferences are to be taken into account, there 
will be one set of policy rules for each individual in addition 
to the organization’s policy. Thus, the identity of the data 
subject whose data is requested must be taken into 
consideration when determining which policy rules to 
evaluate against the access request. In addition, there may be a 
need to retrieve and evaluate different types of context 
information, such as access history, time of day, current 
location of the data subject, or whether or not a specific 
relation exists between the user and the data subject. This 
contributes to the complexity of implementing privacy access 
control. 

IV. REQUIREMENTS    
This section explores some important requirements that 

apply to privacy access control mechanisms. The subsequent 
sections describe how Carnival meets these requirements.  

To be able to evaluate access requests against a privacy 
policy, the following information must be retrieved for each 
access request:  

• The identity and/or roles of the user who wants to 
access the data.  

• The action requested on the data. 
• The purpose of the access. 
• The type of data requested. 
• The identity of the data subject. 
The identity of the data subject is needed to identify the 

data subject’s individual policy, which formalizes the user’s 
choices, consents and conditions. Note that this identity may 
be a pseudonym. 

Additionally, it may be necessary to provide other 
information to evaluate deployment specific conditions. For 
example, the policy of a pharmacy might state that a 
pharmacist may only access prescriptions if the data subject of 
the prescription is present (e.g. proven by inserting a smart 
card into a reader). In this case the location of the data subject 
is also needed to evaluate access requests. 

The access control mechanism must obviously include 
logic, or connect to logic, for evaluating access requests based 
on the information above. This evaluation logic should be 
easily replaceable; it should be possible to plug in evaluation 
logic implementing different access control models and 
supporting different policy languages. 

Further, plug-ins for executing different types of 
obligations should be supported. Obligations that should be 
supported are obfuscation (e.g. making the data less granular) 
and pseudonymization of data before access is granted. 

In addition, the access control mechanism should guarantee 
that the user and access control mechanism have the same 
understanding of what the user’s purpose is. It is important to 
ensure that a user cannot make the case that he or she was 
accessing the data for another purpose than the one registered 
by the access control mechanism. 

Finally, to ensure flexibility, the policy-based access control 
mechanism should be kept separate from the application code. 
The access control mechanism should not make any 
assumptions that the application in any way restricts access to 
personal data. 

V. CARNIVAL 
Carnival intervenes in the execution of the application when 

users access personal data. The central privacy-enforcing 
element of Carnival is the Privacy Manager that protects data 
objects containing personal data in the application. In Carnival 
terminology such objects are called personal data objects.  

The Privacy Manger can be seen as a container. Data in this 
container is privacy protected; data outside this container is 
not. Objects inside this container are called privacy-managed 
personal data objects (or just managed objects). 

The Privacy Manager intercepts both before and after 
access to the personal data in managed objects. Before access, 
logging and access control is performed. After access, logging 
and obligation execution is performed. The Privacy Manager 
can be integrated with the application using a number of 
different techniques. In the current version of Carnival, 
Dynamic Proxies1 are used. Another alternative could have 
been to use Aspects2.  
 

 
Figure 1 Overview of Carnival 

A. Architecture 
Carnival consists of the Carnival Framework and the Carnival 
Server (see Figure 1). The Carnival Framework is integrated 
into applications and it uses the services of the Carnival 
Server in the enforcement of the privacy policy of the 
organization.  

The Carnival Framework is made up of the Privacy 
Manager, a number of services (rectangles in Figure 1), and 
optional developer- and deployer-supplied plug-ins (rounded 
corners in Figure 1).  

 
1 See http://java.sun.com/j2se/1.3/docs/guide/reflection/proxy.html
2 See http://en.wikipedia.org/wiki/Aspect-oriented_programming
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The Privacy Manager intercepts and collects information 
about access requests to personal data in managed objects. 
The Privacy Manager uses Data Subject Finder plug-ins to 
retrieve the identity of the data subjects whose personal data is 
requested.  

The Rule Engine evaluates access requests on behalf of the 
Privacy Manager. The Rule Engine used by the current 
version of Carnival evaluates EPAL policies. It is possible to 
replace this Rule Engine with other implementation possibly 
supporting other access control models (e.g. Chinese Wall [4]) 
and/or policy languages.  In the work of evaluating an access 
request the Rule Engine may call one or several Condition 
Evaluator plug-ins.  

Accesses may result in obligations. These obligations are 
interpreted by the Obligation Router and handed off to the 
appropriate Obligation Executor plug-in.  

Audit logs are created by the Logger service. It receives 
information about access requests and accesses to managed 
personal data objects from the Privacy Manager and 
constructs log records according to the log policy.   

Finally, the Purpose Selection service implements logic for 
determining users’ current purposes. A method for 
determining a user’s current purpose is presented in section 
V.E.  

The Carnival Server consists of: 
• A Management interface, for managing organization 

policy (vocabularies, privacy policies, and log policies) 
and application configuration (links to user directory, 
purpose rules, and privacy metadata descriptor).  

• A Repository, providing the Carnival Framework 
access to configuration and policy. 

• A Purpose service, which stores users’ current 
purposes. A central Purpose service enables the 
purposes of users to be determined based on their 
actions in different applications. 

• A Log service, which receives and accumulates the 
logs created by the Logger. 

Carnival enforces privacy policies that regulate access 
based on the action requested, the identity and/or roles of the 
requesting user, the purpose of the access, the identity and 
preferences of the data subject associated with the data, and 
the type of personal data to be accessed. This information is 
application independent. Hence, unfavorable coupling of 
policy and applications is avoided. The same organization-
wide policy can be applied to all applications without any 
adaptation to the policy.  

The Carnival Server leverages this decoupling between 
policy and applications by providing central management and 
integration of policy enforcement in applications. It offers a 
default implementation of the services that are needed by the 
Carnival Framework. This reference implementation may be 
replaced with other solutions implementing the interfaces and 
services required by the Carnival Framework.  

B. Execution flow 
Carnival regulates access to get and set methods3 in 

managed personal data objects. Carnival requires that all 
access to personal data contained in personal data objects goes 
through get and set methods. 

When data in a managed object is requested the Privacy 
Manager derives the action requested from the method called 
and retrieves the purpose and roles of the requesting user from 
the Carnival Server.   

The Privacy Manager also retrieves information about the 
data subject and the data types of the data to be accessed. This 
information is collectively termed privacy metadata.  

All this information is passed on to the Rule Engine that 
determines which policy to evaluate the request against. If an 
individual policy is available, it is used. Otherwise, the default 
local policy is used.  

If the policy contains conditions these are evaluated by 
Condition Evaluator plug-ins. Condition Evaluators receive 
information about the access request (user, data subject, etc) 
from the Rule Engine. If the Condition Evaluator needs other 
information for evaluating the condition the Condition 
Evaluator retrieves this information from the application or 
some external information source.     

The Rule Engine may decide that the user is denied access 
or, alternatively, that the access is granted. If access is denied, 
an exception is thrown, which the application should take 
appropriate actions to handle, e.g. roll back transactions 
and/or provide a message to the user. 

The Rule Engine may associate the grant to access with one 
or several obligations, as determined by the applicable policy. 
If so, the obligations are passed on to the Obligation Router 
by the Privacy Manager. The Obligation Router routes the 
individual obligations to the correct Obligation Executor 
instances.  

There are two types of Obligation Executors: synchronous 
and asynchronous. Synchronous Obligation Executors block 
until a result is returned. The Rule Engine may, for example, 
demand that, before access is granted, the level of detail in the 
result should be reduced according to a specification provided 
by the policy. For example, the age of the data subject may be 
replaced by an interval.  

 Asynchronous Obligation Executors do their job in the 
background. An example of such an Obligation Executor is 
one that is capable of sending notifications to data subjects 
through email. 

The rest of this paper focuses on the access control 
functionality of Carnival. Under the hood the logging 
functionality is implemented much the same way as the access 
control functionality. The main difference is that in the case of 
logging, information collected is used to create a log record 
that is sent to the Log Service, whereas for access control the 
information is sent to the Rule Engine for evaluation. It is 
important that the log is subjected to manual and possibly 

 
3 A get method (e.g. getId) of an object retrieves the value of an instance 

variable (id) of the object. A set method modifies the value of an instance 
variable of an object.  
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automated audit to detect privacy violations. 

C. Privacy metadata 
The type of data to be accessed and whom the data is about 

are natural to extract from the objects in the application that 
represent the data subjects and that consequently contain 
information pertaining to data subjects. For example, in an 
Electronic Patient Journal (EPR) application it is natural to 
extract this metadata from the objects in the application that 
represent patients. 

Consequently, Carnival introduces the concept of personal 
data classes and objects. Personal data classes are classes that 
define instance variables that hold personal data and where 
one or more of these instance variables can be used to identify 
the data subject of the contained personal data. Personal data 
objects are instances of personal data classes.  

Metadata must be provided for all personal data classes in 
the application. The metadata serves two purposes, it defines: 
(i) which types of personal data that the get and set methods of 
the personal data classes return and modify; (ii) how the data 
subject of a personal data object can be determined during 
runtime. 
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 Figure 2 shows an excerpt of the metadata descriptor file 
for the EPR application. It identifies the vocabulary used and 
the personal data classes of the application. The Patient class 
contains (at least) two instance variables holding personal 
data. The id instance variable is of type PERSON_ID and the 
instance variable firstName is of type PERSON_NAME. In 
addition there is a reference to the Data Subject Finder plug-
in, epr.subfinder.Journal, which is used to identify the data 
subject of an instance of the class.  

The metadata descriptor is created during application 
development and it may be edited during application 
deployment. Among others, during deployment it is 
determined which personal data classes that should be 
managed. How applications using Carnival are deployed and 
configured is described further in section VI. 

Privacy metadata can also be provided through code 
annotations or through annotations of UML-diagrams 
constructed during the design phase. From these annotations 
the metadata descriptor of the application can be automatically 
generated. Figure 3 shows Java 1.5 annotations corresponding 
to the metadata descriptor file in Figure 2. 
 

Figure 3: Example annotated class 

@no.nr.privacy.annotations.DataSubjectHelper 
 (“epr.subfinder.Journal") 
public class Patient{ 

  
   @no.nr.privacy.annotations.PersonalDataType("PERSON_ID") 
   private int id; 
            
@no.nr.privacy.annotations.PersonalDataType(“PERSON_NAME”) 
   private String firstName;     

. 
   public int getId() {  
       return id; 
   } 
   public String getFirstName() { 
       return firstName; 
   } 
 
} 

D. Extraction of privacy metadata during runtime 
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<?xml version="1.0"?> 
<application name="EPR" > 
 
     <vocabulary name="epr-voc.xml" > 
 
    <personaldataclasses> 
 
        <class name="epr.model.Pasient" managed=”y”> 
               <datasubject> 
                    <finderclass classname="epr.subfinder.Journal" /> 
                </datasubject> 
                <property name="id" > 
                    <type name="PERSON_ID" /> 
                </property> 
                <property name="firstName"> 
                    <type name="PERSON_NAME"/> 
                </property> 
              . . .  
        </class> 
              . . .  
    </persondataclasses> 
</application> 
Figure 2: Example Metadata mapping file 

The metadata maps the application data to a vocabulary so 
t the policy written in this vocabulary can be interpreted 

d enforced in the context of the application. 
The vocabulary defines the entities (i.e. words) of the 
guage used to express privacy policies. It defines valid data 
es (e.g. first_name), purposes (e.g. diagnosis), and actions 
g. read, write). The application developers are free to 
oose a suitable vocabulary, preferably a standardized 
cabulary for the application domain, if available. 
Privacy metadata is supplied through metadata descriptor 
es, one file for each application. These files can be edited 
ectly or through the Management interface of the Carnival 
rver.  

When the Privacy Manager evaluates an access request to 
personal data contained in a managed object the metadata of 
the requested data is retrieved. The types of the data requested 
is a static property, whereas the identity of the data subject is a 
dynamic property that can only be determined at runtime. 

When a managed object is accessed the data types and its 
Data Subject Finder plug-in are looked up in the metadata 
descriptor file. Finally, the personal data object is passed to 
the Data Subject Finder plug-in that returns a string that 
identifies the data subject. 

E. Purpose selection 
The Purpose Selection service implements Carnival’s 

purpose selection logic. The Purpose Selection service’s 
behavior is defined by purpose rules. In the current 
implementation a user’s current purpose is determined as a 



 

function of the user’s roles and the method invoked by the 
user. The Purpose Selection service collects this information 
before method invocations. 

The application should provide methods that are called 
when the user moves from one purpose to another. One way 
of accomplishing this is to design the application so that each 
task in the application is naturally delimited from the other 
tasks, for example through providing different GUI views for 
each task. 

The user and application must of course have the same 
understanding of what the current purpose is. One way to 
achieve this is to have the application clearly display the 
current purpose and require that the user actively change this 
purpose if he/she disagrees. Carnival requires that applications 
provide Carnival with some method of communicating 
directly with users. More precisely, Carnival requires that 
applications provide callbacks, which Carnival uses to present 
the user’s current purposes, and functionality for actively 
changing the current purpose.  

VI. USAGE 
The usage of Carnival can be divided into three phases: 

development, deployment, and operation. 

A. Development 
When developing an application using Carnival some 

design guidelines should be followed. 
The application must take into consideration the fact that 

access to a method can be denied leading to an exception 
being thrown. Likewise, when an access has lead to 
obligations this is communicated to the application through an 
exception. This exception contains information about the 
executed obligation and the result of the access, which may 
have been affected by the obligation. For example, an 
approximation may be returned instead of the exact value. The 
information contained in exceptions allows the application to 
communicate to the user why access was denied and/or which 
obligations that have been executed.  

Additionally, as stated before, the application should be 
designed in such a way that it is easy to capture the current 
purpose of users. Carnival also requires that Data Subject 
Finder plug-ins and GUI callbacks for purpose management 
are developed. Developers may also supply Condition 
Evaluators and Obligation Executors relevant for the 
application domain. 

Furthermore, the privacy metadata descriptor file should be 
written, listing all personal data classes of the application, as 
described in section V.C.  

B. Deployment 
During application deployment, a vocabulary must be 

constructed or selected if one does not exist (see section V.C). 
The vocabulary used by the application may be adopted, a 
new may be constructed, or a standard vocabulary may be 
adopted. If the vocabulary bundled with the application is not 
used, the application’s metadata descriptor file needs to be 

updated so that it is compliant with the new vocabulary. 
Additionally, Carnival must be provided with a local 

privacy policy conforming to the chosen vocabulary, if not 
already available. For all obligation types included in the local 
policy, corresponding Obligation Executor plug-ins should be 
provided, and for each type of condition in the policy, a 
corresponding Condition Evaluator should be provided.   

Finally, two application specific steps should be followed. 
Firstly, it should be decided which personal data objects that 
should be managed from the ones listed in the privacy 
metadata descriptor. Secondly, purpose rules should be 
provided (see section V.E). 

C. Operation 
When a relationship is established with a data subject (e.g. 

customer) his or her privacy preferences may be taken into 
account by creating an individual privacy policy for the data 
subject. This policy is added to the Carnival’s repository of 
policies to be enforced.   

VII. CONCLUDING REMARKS  
This paper has presented Carnival, a framework that 

provides privacy protection functionality to applications. 
Carnival enables the implementation of privacy access 
control, which is different from the other types of access 
control, as discussed in section III. In addition, it provides 
functionality for producing audit trails to enable detection of 
privacy violations. Finally, it defines a number of services and 
plug-ins to support the enforcement of privacy policies: The 
Purpose and Purpose Selection services which provide 
information needed to evaluate policy rules, the Rule Engine 
and the Condition Evaluator which evaluate access requests to 
personal data, the Obligation Router and Executors which 
enforce obligations resulting from data access, and the Logger 
and Log services which handle audit trails. 

However, note that Carnival does not include all 
functionality needed to enforce privacy policies. 
Organizations also need, among others, to provide channels 
for data subjects to access their personal data and data about 
its usage (Individual Participation Principle, see [12]), and 
measures to continually uphold the accuracy and completeness 
of the personal data stored (Data Quality Principle, see [12]). 

Carnival fulfils the requirements listed in section IV, except 
support for pseudonyms, which has not been implemented yet. 
That is, it enables the retrieval of all information needed to 
evaluate privacy policy rules and determine whether or not 
requested access should be granted. Further, the access control 
logic is replaceable, and hence supports the implementation of 
different access control models and the use of different policy 
languages. In addition, services are defined to support 
different types of obligations. 

The determination of a user’s current purpose is handled 
through the inclusion of the Purpose Selection service. 
However, the design of this service needs to be further 
explored, as the determination of the current purpose is an 
intricate problem. We are not convinced that we have seen the 
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best solutions to this problem yet. One possibility we will 
investigate further is the use of a formal workflow-control 
system based on the use of Petri nets (see e.g. [9]). An 
advantage of this type of solution is that purposes can easily 
be defined across different applications. 

Going forward, we plan to add support in Carnival for 
creation and management of pseudo domains, as proposed in 
[8]. Carnival will thus include functionality for generating 
pseudonyms, and regulating linkage between pseudonyms and 
the disclosure of the identities behind pseudonyms. This 
functionality is motivated by the fact that some functions in an 
organization may not need to have knowledge of information 
that directly identifies data subjects, typically the data 
subjects’ name or identity number. Their work can equally 
well be carried out when data subjects are identified by 
pseudonyms. Additionally, different functions can be provided 
with different pseudonyms for the same data subject, 
preventing unauthorized linking and matching of information.  

We also plan to further evaluate the usefulness and 
performance of Carnival. Questions related to how intuitively 
it is to integrate with applications, how well it scales, and how 
it affects performance, will be further examined.   
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Abstract— Anonymous message transmission systems are the
building blocks of several high-level anonymity services (e.g. e-
payment, e-voting). Therefore, it is essential to give a theoretically
based but also practically usable objective numerical measure
for the provided level of anonymity. In this paper two entropy-
based anonymity measures will be analyzed and some shortcom-
ings of these methods will be highlighted. Finally, source- and
destination-hiding properties will be introduced for so called local

anonymity, an aspect reflecting the point of view of the users.

Index Terms— anonymity measure, local anonymity

I. INTRODUCTION

Anonymous message sending techniques define a rapidlyn

evolving area in privacy research. Such methods are required

for many applications ranging from simple untracable e-mail

communication to anonymous electronic voting and payment

systems. The goal is to transport messages from senders to

recipients, so that an attacker (ranging from simple observers

to traffic shaping adversaries) can only guess the user-message

relations with a small probability.

The aim of this paper is to draw attention to so called local

anonymity. Recent papers have proposed entropy as a means

of measuring the performance of different systems. Although

global anonymity (i.e. how many potential candidates the

adversary has to consider and what is their general distribution

) can be quantified this way, the user’s point of view is

somewhat different: “I am only interested in my own messages

and they should not be linked to me under any circumstances

with a probability greater than a given treshhold”. In response

to this we should rather focus on the worst case scenario for

a given message.

Another key issue is the aspect of the user-defined treshhold.

This is a calibration metric, like Quality-of-Service that a

system should satisfy when providing anonymity services. The

aim in this paper is to clearly highlight the problem – the

difference between local and global anonymity – and give

some example solutions.

Although one can find several systems in the literature ([1],

[2], [3]), each year newer and newer solutions are published

([4], [5]). In order to objectively compare them, appropriate

theoretical measures are required. Another important require-

ment of the practical usability of such measures is that the

measure should be easy to understand, not only by experts

but also by users. The goal of the authors is to introduce

source-hiding property for measuring sender anonymity and

destination-hiding property for recipient anonymity and to

compare them with existing measures.

A. Local vs. Global Anonymity

Serjantov & Danezis [6] and Dı́az et al [7] proposed

two similar information theory-based anonymity measures. By

using the entropy of the attacker’s probability distribution, they

quantified how many bits of information an adversary needs

in order to perfectly match a message to the respective user.

This approach (later referred to as as global measure) aims

to quantify the effort that is needed to totally compromize

messages. (In the worst case missing bits of information can

be substituted with brute force, where the required number of

steps is the power of two.)

On the other hand, in this paper we argue that another

approach – using the maximal probability as a measure –

focuses better on the local aspect of anonymity. From the

users’ point of view this is more important, because they are

interested only in their own messages and the probability of

being compromized.

B. Outline of the Paper

In Section II. we briefly introduce previous work in the field

of anonymity measures and then analyze the shortcomings of

these approaches in Section III. In Section IV. the proposed

source- and destination-hiding properties will be introduced.

We will show that they represent worst-case anonymity mea-

sures, mainly focusing on the local aspect of the user’s view.

Finally the analysis of a continuous time system (the PROB-

channel) closes the paper with the calculations for the different

anonymity metrics, which have been introduced.

II. BACKGROUND

This section gives a short introduction to the background

of measuring anonymity. First let the informal summary of

an anonymous message transmission system follow. This will

define the terms and expressions we are going to use in

this paper. Later in this section different previously published

entropy-based anonymity measures will be described.

A. Anonymous Message-sending Scenario

In an anonymous message-sending scenario we have the

following setting: senders send messages to recipients using

the intermediate anonymous message transmission system.

This anonymous message transmission system cyptographi-

cally transforms, delays and mixes the messages sent by the
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senders according to the implemented algorithm and eventu-

ally delivers them to the recipients.

On the other hand there is an adversary, who may see

messages sent by the senders and also those delivered to the

recipients. His aim is to match the delivered ones to the senders

(accoring to [8] in this case sender anonymity is compromized)

or the sent messages to the recipients (recipient anonymity).

In order to render the effors of the adversary more difficult,

the parties use diffent encryption algorithms, uniformly sized

messages and dummy traffic [9].

Considering the adversary different attacker models can

be taken into account: mighty ones may perceive the whole

network at all times, whereas a less pessimistic approach

may consider attackers with limited access to a fraction of

the whole network. Another important aspect is whether the

adversary is active (i.e. may delay, create, delete or alter

messages) or only passive (i.e. can only eavesdrop). When

calculating the level of anonymity provided by a system it is

an important aspect to note against what kind of adversary the

metrics hold.

Furthermore we assume that the adversary performs a

probabilistic attack: he computes probabilities that indicate,

to what extent messages correspond to senders or recipients

according to his knowledge. Finally the adversary marks the

most probable sender/recipient as his guessed user for a certain

message.

B. Anonymity Measures

Based on the model of an anonymous message transmission

system the definition of anonymity was given by Pfitzmann

and Köhntopp [8]:

Anonymity is the state of being not identifiable

within a set of subjects, the anonymity set.

[...]

Anonymity may be defined as the unlinkability of

an IOI1 and an identifier of a subject.

The first publications aiming to quantify the level of

anonymity provided by the described systems used the size

of the anonymity set as the measure (e.g. [3]). Since the

probabilities might not be uniformly distributed, the size of

the set does not perfectly reflect the achieved anonymity as it

was pointed out with the practical example of the pool mix in

[10].

Based on the above observation Serjantov & Danezis in-

troduced entropy for measuring anonymity [6]. They used the

following model:

Definition 1: Given a model of the attacker and a

finite set of all users Ψ, let r ∈ R be a role for a user

(R={sender, recipient}) with respect to a message

M. Let U bet the attacker’s a-posteriori probability

of users u ∈ Ψ having the role r with respect to M.

With this in mind the measure for both sender and recipient

anonymity was defined as follows:

1Item Of Interest, i.e. a message

Definition 2: The effective size S of an r anonymity

probability distribution U is equal to the entropy of

the distribution. In other words

S = −
∑

u∈Ψ

pu log2 pu (1)

where pu = U(u, r).

In the rest of the paper this anonymity measure will be

referred to as the simple entropy measure.

Dı́az et al. followed a slightly different (extended) approach

[7], whereas they only considered sender anonymity. Let A
represent the anonymity set of a certain message M, i.e. A =
{u|(u ∈ Ψ)∧ (pu > 0)}. Furthermore let N be the size of the

anonymity set, i.e. N = |A|. Their defintion was the following:

Definition 3: The degree of anonymity provided by

a system is defined by

d =
H(X)

HM

(2)

For the particular case of one user we assume d to

be zero.

With the symbols defined above H(X) = S and HM =
log2 N . We will refer to this measure as the normalized

entropy measure.

In both cases 0 means absolutely no anonymity (i.e. the

attacker knows with 100% the sender of a message). In the

simple entropy case maximal anonymity is achieved when S =
log2 N and with normalized entropy when d = 1.

III. SHORTCOMINGS OF EXISTING ANONYMITY

MEASURES

In the following the previously introduced entropy based

measures will be evaluated and some shortcomings will be

pointed out:

• For both measures two probability distributions will be

given that have the same level of anonymity according

to the respective measure, but practically provide very

different anonymity considering the local aspect, i.e. the

worst case for one particular user.

• It will be shown that non-desirable systems can approach

optimal systems according to the entropy based measures.

A. Simple Entropy

Recall that accoring to the measure of simple entropy the

level of anonymity is given by S, see (1). First, two distribu-

tions will be shown that have the same entropy but behave

remarkably differently considering the provided anonymity

from one user’s point of view.

Now let’s define the following two anonymity systems:

1) In the first system the probability distribution (D1) is

uniform among m users, i.e. D1 : pu = 1
m

.

2) In the second system we have a different distribution

(D2) among n users: for the sake of the example for the
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TABLE I

CORRESPONDING n-m VALUES YIELDING THE SAME AMOUNT OF SIMPLE

ENTROPY

m n S

10 26 3.3219

20 101 4.3219

50 626 5.6439

100 2501 6.6439

actual sender the probability is 50% and the others are

uniformly distributed 2. This yields the following:

D2 : pu =

{

0.5 for the actual sender,
0.5

n−1 otherwise.

Now let’s choose m and n so that the resulting entropy is

the same. For this we have to solve Sm
D1

= Sn
D2

, which is

expanded in the following equation:

−

[

m
1

m
log2

1

m

]

=

−

[

(n − 1)
0.5

n − 1
log2

0.5

n − 1
+ 0.5 log2 0.5

]

(3)

The result can be seen in (4):

n =
m2

4
+ 1 (4)

Some example numerical values are shown in Table I. In

order to visualize the problem, let’s have a look at the example

with m = 20. According to the definitions in such a system

with uniformly distributed probabilities (D1) the attacker has

5% (i.e. pu = 1
20 = 0.05) chance to guess the sender of a

message. This system provides anonymity with S = 4.3219
bits.

On the other hand, let’s have a look at the second system

(D2). Here for each delivered message the attacker knows that

a particular sender sent the message with 50% certainty and

another 100 senders could have sent it with 0.5%.

The two systems clearly perform differently considering the

local aspect of anonymity, but have the same value with simple

entropy. With D1 distribution statistically seen on the long

term an attacker can guess the sender of a message every 20th

time correctly, whereas with D2 distribution he is going to

successfully guess the sender of every second message.

The second point to show is that non-desirable systems can

achieve an arbitrarily high entropy. From (1) and (4) it is clear

that for an arbitrary value of S a corresponding D2 distribution

can be constructed, where n = 4S−1 + 1.

Summarized, the main problem with this entropy based

measure is that it tries to quantify the amount of information

that is required to break totally the anonymity of a message,

i.e. to definitely identify actual sender of a message. However

in practice we have to consider an attacker successful, if he

can guess the sender of some selected messages with a good

2The concrete probability of 0.5 was chosen in order to simplify the
resulting equations.

probability, in specific cases significantly greater than in the

case of the uniform distribution (i.e. pu � 1
N

).

B. Normalized Entropy

To demonstrate similar shortcomings of the normalized

entropy measure first we show two systems with the same

value of d, however with remarkably different local anonymity.

Due to the normalization we have to notice that following

from the definition of d in order to obtain the same results for

the two constructions the quotient of the entropy and the the

logarithm of the anonymity set size should remain the same.

This can be achieved in the easiest way by having the same

entropy as well as the same anonymity set size.

For demonstration purposes let’s consider the following two

systems:

1) In the first system we have the distribution (D2) known

from the previous example: n users are involved; for

the actual sender the probability is 50% and the others

are uniformly distributed. This yields the following

distribution:

D2 : pu =

{

0.5 for the actual sender,
0.5

n−1 otherwise.

2) In the second case we have a new distribution (D3):

there are n users as well, x of them having a probability

PA and n − x of them with probability PB . The

characteristic parameters for such a distribution are x

and PS , being the sum of the PA probabilities of the x

users. The following distribution is given this way:

D3 : pu =

{

PA = PS

x
for the x users,

PB = 1−PS

n−x
otherwise.

This second distribution can be explained as follows:

with PS probability the sender of the message is the

member of a sub-anonymity-set AA with x members

and uniformly distributed probabilities PA. On the other

hand with 1−PS probability the sender of the message is

the member of the other sub-anonymity-set AB with n−
x members and also uniformly distributed probabilities

PB .

In order to find suitable distributions the equation below has

to be solved (notice that for the distribution D2 the entropy

was caluclated in (3)):

−
[

(n − 1) 0.5
n−1 log2

0.5
n−1 + 0.5 log2 0.5

]

log2 n
=

− [xPA log2 PA + (n − x)PB log2 PB ]

−log2n
(5)

It is clear that for this scenario we have three variables:

n, x and PS . For a concrete example, x was chosed to be

x = m
2 , where m =

√
4n − 4 (see (4)) and the respective PS

was calculated (see Table II).

To imagine the two systems, let’s look at the case m = 20.

With this we get an anonymity set A with n = 101 users. For
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TABLE II

CORRESPONDING n-x-PS VALUES YIELDING THE SAME NORMALIZED

ENTROPY

m n x PS PA PB d

10 25 5 0.832213 0.166442 0.007989 0.706727

20 101 10 0.865184 0.086518 0.001481 0.649112

50 626 25 0.890594 0.035623 0.000182 0.607518

100 2501 50 0.903463 0.018069 0.000039 0.588561

Fig. 1. d as a function of n with distribution D
′

2

both systems the normalized entropy gives d = 0.649112 as a

measure for the anonymity.

In case of the first system (D2) for the actual sender of the

message pu = 0.5, thus the attacker knows with 50% certainty

of the sender, for the other 50% he has 100 possible users with

0.5% certainty uniformly distributed.

On the other hand for the second system (D3) we have

two sub-anonymity-sets. For AA we have 10 users with

probabilities PA of roughly 8.7%, yielding together PS of

87%. Furthermore we have the other sub-anonymity-set AB ,

consisting of 91 users with an overall probability of about 13%

uniformly distributed in quantities of 0.15% as PB .

Another important point is to show that non-desirable sys-

tems exist in arbitrarily small vicinity of the optimal d = 1.

For this let’s consider a slightly modified version of the D2

distribution that we will refer to as D′
2. In this distribution n

users are involved; for the actual sender the probability is z and

the others are uniformly distributed. This yields the following:

D′
2 : pu =

{

z for the actual sender,
1−z
n−1 otherwise.

The degree of anonymity provided according to the normal-

ized entropy is as follows:

d =
−

(

z log2 z + (n − 1) 1−z
n−1 log2

1−z
n−1

)

log2 n
(6)

After analyzing d as a function of n (as seen on Fig. 1) we

can determine the following:

• With one user d = 0 is trivial.

• With 1
z

users d = 1 is maximal. This is evident as in this

case we have uniform distribution.

• Finally it can be proven that limn→∞ d = 1− z and that

on the interval
�

1
z
,∞

�

d > 1 − z.

Fig. 2. Message sending with the anonymous message transmission system

With the above in mind we can see that even with a system,

where n � 1
z

the degree of anonymity is above the treshhold,

i.e. d > 1 − z, thus systems can get arbitrarily close to the

optimal d = 1 and yet they are non-desirable in the sense that

there are users whose level of local anonymity is above an

acceptable probability.

IV. LOCAL ANONYMITY MEASURE

In the previous section shortcomings of the information

theory based global anonymity metrics were evaluated. In

those cases it was quantified, how much additional information

an attacker needs in order to definitely identify the user

corresponding to the message (i.e. its sender or recipient).

On the contrary our argument is that an attacker is already

successful if he can guess these links with a good probability

(that is over a certain acceptable treshhold).

Before defining local anonymity measures, the used terms

will be introduced. In the analyzed system senders (sl ∈ S)

transmit encrypted sent messages (�j ∈ εS) to the anonymous

transmission system. After transforming (re-encoding) and

delaying them the delivered messages (βk ∈ εR) reach the

recipients (see Fig. 2.). Time of sending is indicated by tS(�j),
similarly time of receipt is tR(βk). Sender of a sent message

is denoted by S(�j) and the recipient by R(βk).
The adversary has two aims: to break sender anonymity by

computing the probabilities Pβk ,sl
(i.e. what is the probability

that βk was sent by sl) and to break recipient anonymity by

computing P�j ,rl
(i.e. rl received �j).

For this scenario in [5] the destination- and source-

hiding properties were defined for sender and recipient local

anonymity.

Definition 4: A system is source-hiding with parameter Θ
if the adversary cannot assign a sender to a delivered message

with a probability greater than Θ, i.e. if

∀βk
∀sl

(Pβk,sl
≤ Θ) (7)

holds.

Definition 5: A system is destination-hiding with parameter

Ω if the adversary cannot assign a recipient to a sent message

with a probability greater than Ω, i.e. if

∀�j
∀rl

�

P�j ,rl
≤ Ω

�

(8)

holds.

It is important to note that one cannot draw grounded

conclusions about the local anonymity from global anonymity

measures as it was shown in the previous section (i.e. for
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arbitrarily high global anonymity systems with non-desirable

local anonymity exist, where in the worst case the identity

of some users can be guessed with an unacceptably big

probability).

On the contrary we will show that from the local anonymity

measures we can draw conclusions for the global anonymity

meausres as well. In the following we will deduce results

for the sender anonymity from the source-hiding property

but since it is symmetric for the destination-hiding property,

similar equations can be stated as well for the recipient

anonymity.

Theorem 1: For a system with source hiding property with

parameter Θ the inequality below holds:

S ≥ − log2 Θ (9)

Informally this theorem means that a system of source-hiding

property with parameter Θ is in the global sense at least as

strong as a system with 1
Θ users and uniformly distrbuted

probabilities.

Proof: First from the definition (7) it follows

that ∀u∈Ψ(0 < pu ≤ Θ ≤ 1). Therefore since the loga-

rithm function is monotonic in the interval (0,∞) ⇒
∀u∈Ψ(log2 pu ≤ log2 Θ) ⇒ ∀u∈Ψ(− log2 pu ≥ − log2 Θ).

With this (1) can be rewritten:

S = −
∑

u∈Ψ

pu log2 pu

≥ −
∑

u∈Ψ

pu log2 Θ

= − log2 Θ
∑

u∈Ψ

pu

= − log2 Θ.

With the combination of (2) and (9) a lower limit to d can

be given as well:

d ≥ − logN Θ (10)

as d = S
log

2
N

≥ −
log

2
Θ

log
2

N
= − logN Θ.

V. ANALYSIS OF THE PROB-CHANNEL

The PROB-channel is an example for an anonymous mes-

sage transmission system introduced in [5]. In order to show

how the introduced anonymity metrics work with practical

anonymity systems in this section the PROB-channel will be

introduced and its anonymioty level will be analyzed.

A. Brief Defintion of the PROB-channel

The PROB-channel is a continuous time system, where

messages are processed independently. Once a message enters

the channel, a delay will be calculated for it and after that time

has passed the message leaves. This delay δ in the system is

a probability variable with a given density function f(δ) (i.e.
∫ ∞

0
f(δ)dδ = 1). In order to guarantee real-time probabilities,

the delay in the PROB-channel has a pre-defined maximum

(δmax). On the other hand considering real systems a minimal

delay (δmin) was also defined:

∀δ 6∈(δmin,δmax)f(δ) = 0 (11)

In order to simplify further equations first two sets need to

be defined. With µβk
the set of sent messages is meant that

might have left the channel as βk (12), whereas ηβk,sl
denotes

the subset of µβk
, which was sent by the specific sender sl

(13).

µβk
= {�j | (tR(βk) − δmax) < tS(�j) <

(tR(βk) − δmin)} (12)

ηβk,sl
= {�j |(�j ∈ µβk

) ∧ (S(�j) = sl)} (13)

B. The Attacker Model – A Passive Observer

As an attacker model let’s consider a passive observer: he

can eavesdrop on all connections but does not alter, delete or

delay messgaes.

Aim of the passive observer is to link delivered messages to

the senders by computing the probabilities Pβk,sl
. The most

effective solution is summarized in (14):

Pβk ,sl
=

∑

�j∈ηβ
k

,s
l

f (tR(βk) − tS(�j))
∑

�j∈µβ
k

f (tR(βk) − tS(�j))
(14)

Of course the attacker chooses si as the sender for βk where

si = maxsl
Pβk,sl

.

C. Methods to Ensure Local Anonymity

It it clear from (14) that in the general case no hard

guarantee can be given about Pβk,sl
. The main problem comes

from the real-time requirement: even if only one message is

in the channel, it has to be delivered before the maximal delay

expires. Thus in unfortunate cases the adversary has an easy

task.

In order to ensure that there are enough messages to

form a sufficiently large anonymity set for each message the

only solution is to enforce continuous message sending. The

MIX/MAX property was defined for this purpose.

Definition 6: A system fulfills the criteria of the MIX/MAX

property with parameters τmin and τmax (τmin < τmax < δmax) if

all senders send at least one message in every τmax interval but

no sender sends more than one message in any τmin interval.

With the above definiton the amount of messages can be

fine-tuned and also the fraction, a specific user reaches from

the whole amount of messages, can be set. It was shown in

[5] that with the MIX/MAX property local anonymity can be

ensured, see (15) for the source-hiding property.

Θ =

∑∆min

i=1 max(i−1)·τmin≤q≤i·τmin
f(q)

N ·
∑∆max

i=1 min(i−1)·τmax≤q≤i·τmax
f(q)

(15)

where ∆max = b δmax−δmin

τmax
c and ∆min = d δmax−δmin

τmin
e.
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D. The Optimal System

Sticking to the real-time guarantee if was proven that the

optimal delay characteristics is achieved if the channel uses

the uniform density function (16).

f(δ) =
1

δmax − δmin

(16)

It is interesting to note that by changing the guaranteed

maximal delay to a softer mean delay of a and enabling even

infinite delays (of course with small probability) another den-

sity function proves to be the optimal, namely the exponential

one (17) as first proposed by Kesdogan et al. for the SG-MIX

[11] and then proven to be optimal by Danezis [12].

f(δ) =
1

a
e−

1

a
δ (17)

E. Quantified Anonymity of the PROB-channel

In the optimal case of uniform delay density (16) and

MIX/MAX property (15) the local anonymity can be guar-

anteed efficiently. If N ≥ τmax

τmin
then the following equation

gives a good approximation:

Θ ≈
τmax

N · τmin

(18)

Using results (9) and (10) from the previous section the

following guarantees can be given for the global anonymity:

S ≥ − log2 Θ

= log2 N − log2

τmax

τmin

(19)

d ≥ − logN Θ

= 1 − logN

τmax

τmin

(20)

From these results it is clear that the main calibration

possibility of the PROB-channel is the fraction τmax

τmin
. It is

obvious that if τmax = τmin then an overall optimum can be

reached where the anonymity set of each message is maximal

and the probabilities Pβk,sl
are uniformly distributed among

all possible senders:

Pβk,sl
=

1

N
(21)

VI. CONCLUSION

The main focus of this paper was to introduce the term

local anonymity and appropriate metrics for measuring it: the

source- and destination-hiding properties. Previous informa-

tion theory based anonymity measures aimed to quantify the

number of bits required by an adversary to completely trace

back a message. On the contrary we argue that an attacker

is already successful if he can compromize messages with a

probability above a certain treshhold for some of the users

– which from the local aspect of the users is unacceptable,

however possible in unfortunate cases of entropy-based global

anonymity measures.

With this paper the importance of the local aspect was

underlined and via a practical example of the PROB-channel

enlightend. Future work should be carried out in order to

analyze other practical solutions as well from this local point

of view.
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The Location Information Preference Authority:
Supporting user privacy in location-based services

Anand S. Gajparia, Chris J. Mitchell and Chan Yeob Yeun

Abstract— To offer location-based services, service providers
need to have access to Location Information (LI) regarding the
users which they wish to serve; this is a potential privacy threat.
Constraints, i.e. statements limiting the use and distribution of LI,
that are securely bound to the LI, have been proposed as a means
to reduce this threat. However, constraints may themselves reveal
information to any potential LI user — that is, the constraints
themselves may also be a privacy threat. To address this problem
we introduce the notion of a LI Preference Authority (LIPA).
A LIPA is a trusted party which can examine LI constraints
and make decisions about LI distribution without revealing the
constraints to the entity requesting the LI. This is achieved
by encrypting both the LI and the constraints with a LIPA
encryption key. This ensures that the LI is only revealed at the
discretion of the LIPA.

I. I NTRODUCTION

As the potential for services provided by mobile phones
advances [1], it may no longer be appropriate to call such
devices mobile phones. Mobile phones already provide far
more than the voice communications for which they were
originally designed. Text messaging and video download are
just two examples of the range of services which are now
available to the consumer. We therefore use here the more
general term ‘mobile device’.

Amongst the features currently available in mobile devices
are location-based services. Location-based services mayalso
be provided to devices which are not mobile, such as desktop
PCs. We thus refer here to ‘user devices’, which include both
mobile and non-mobile devices. We can then define a location-
based service as a service based on the location of a user
device [2]. In order to facilitate the provision of such a service,
it is necessary that LI is made available to one or more entities;
this is at the root of the privacy issues with location-based
services.

To provide a location-based service, it may be necessary
for LI regarding the user to be passed to an entity with whom
the user has little or no basis for a trust relationship. It is
unreasonable, however, for a user to be forced to allow its
LI to be provided to any entity which requests it, since this
would leave the end user with no control over its LI, which
is, of course, personal information. It is also unreasonable for
a service provider to freely distribute the LI of a user to other
entities without permission.

This paper introduces a mechanism designed to enable the
end user to take advantage of the convenience of location-
based services, and yet also control the way LI is used, stored
and distributed.

We begin by introducing constraints [3]. The use of con-
straints is a technique which allows a user to dictate the wayin
which LI is managed. We look at some of the disadvantages of
constraints which motivate the design of the scheme proposed
in this paper.

We next look at the security requirements for methods to
enable control of, and privacy for, LI. With this in mind, the
notion of a Location Information Preference Authority (LIPA)
is introduced. A LIPA is essentially a trusted party which helps
control the distribution of LI and accompanying constraints. LI
is distributed to service providers in the form of an ‘LI token’.
The LI token includes LI securely bound to its constraints.
The LI and constraints are also encrypted using the LIPA’s
public key, ensuring that unauthorised entities cannot seethis
information.

We then look at how the LIPA mechanism may be used to
address problems with constraints, LI control, and privacy.

II. PREVIOUS WORK

In previous work, a variety of different aspects of security
for location-based services have been considered. Existing
schemes for LI privacy are in many cases geared towards
the available wireless technology architectures. These include
IEEE 802.11 [4] networks, mobile IP [5] and GSM net-
works [6].

Myles et al. [7] describe constraints which may be used
to control the distribution of location information, although
they do not describe cryptographic protection mechanisms to
provide privacy. A user registers their privacy requirements
with a location server, referred to as LocServ. Entities which
require location information make requests to the LocServ,
providing their own privacy policies. Based on this, the
LocServ can then make a decision whether or not to provide
location information. This mechanism does not provide any
means for entities to pass on information to other entities.

Aura et al. [8] investigate authenticated location information
in the Mobile IPv6 protocol. Auraet al. see authenticated
location information as a defence mechanism against false
routing information, which could lead to other forms of attack.
The subject of authentic location information is also discussed
in [9]. The discussion in this latter paper concerns the location
of GSM devices. The motivation is to support location-based
access control mechanisms and the inclusion of LI in audit
logs. By contrast, the primary objective of this paper is the
privacy of personal location information.

The Internet Engineering Task Force (IETF) geopriv work-
ing group is developing a general model for the protection of
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location information [10]. This model is primarily concerned
with securing the Location Object (LO), which encompasses
location information and other necessary information which
may include constraints. They describe a general model which
addresses the security requirements for such an object, en-
compassing a variety of scenarios. Our LIPA model looks at a
specific scenario for a generally distributed LI token containing
constraints and LI.

III. LI, C ONSTRAINTS AND THEIR LIMITATIONS

A. LI entities

Below are descriptions of the entities in our simple model
of a system in which LI is used [3].

• Location Information (LI). This is data which provides
information regarding an LI subject’s location. LI may
occur in many forms. In general, we can divide LI into
two types, namelyInferred LI and Actual LI. Actual LI
refers to a directly calculated geographical location. This
type of data indicates, to some degree of accuracy, the
physical location of an LI subject. Inferred LI is, by
contrast, obtained by implication. For example, if a user is
present on a network, this implies that they are likely to be
within an certain vicinity, although no specific calculation
of geographical LI has taken place.

• LI subject. An LI subject is the entity about whom
location information is being gathered, managed and
used. This entity is most commonly a human user.

• Location-Based Service (LBS).This is a service based
on LI, e.g. a vehicular navigation service.

• Location Information Preference Authority (LIPA).
This entity, discussed in more detail in Section IV, acts
like a trusted party on behalf of the LI subject. There
may exist many LIPA entities, where the LI subject will
typically be able to choose its preferred LIPA. Where
an LI subject device has the capability, this device could
itself act as the LIPA.

• Malicious Party. This is an entity with malicious intent.
A malicious party may act as a threat to the confiden-
tiality, integrity or availability of LI for one or more LI
subjects.

• User Device (UD).This entity is a device with which the
LI subject may interact, e.g. to invoke a location-based
service. Such a device may either be static, e.g. a desk
top computer, or more typically mobile, such as a mobile
phone or Personal Digital Assistant (PDA). It is, in fact,
this device regarding which LI is generated rather than
the user him/herself, since there is typically no way to
directly measure the location of individuals. Thus this
entity is a key part of the model.

• LI gatherer. This is an entity which gathers or possesses
LI about an LI subject and then creates an LI token using
this information. The LI token is discussed further in
section IV.
A GPS receiver is an example of part of an LI gatherer,
as it obtains location data. An entity in a GSM network

which keeps signalling data for a UD is also an example
of part of a LI gatherer. Although a GSM network does
not normally pass on this LI (except in certain special
cases), it certainly possesses such information, and could,
in an appropriate environment, be a valuable source of LI
for commercial use. Other examples of methods used to
generate LI can be found in [11].

• Regulator/Legal authority. This is an entity which ex-
erts legal or regulatory control over the management and
use of LI. This includes telecommunications regulators,
data privacy authorities, law enforcement bodies, and
auditors.

B. Privacy and LI

It is becoming increasingly difficult to keep personal in-
formation private [12]. It does not help that users have a
variety of incentives to surrender it. Shoppers frequentlyuse
loyalty cards in exchange for a variety of benefits. Using these
cards, information regarding times at which users shop, what
they buy, and where they buy from, may be recorded [13].
In this case, shoppers typically have the option of denying
access [14] to such information by simply not using these
loyalty cards. However, once a customer decides to use a
loyalty card, restricting access to any information gathered
from it becomes difficult. This problem applies to all forms of
personal information, including LI, and does not only apply
to loyalty cards.

Almost certainly the main LI security issue is the potential
breach of privacy arising from the transmission of LI to entities
not trusted by the LI subject. It is important to note that
a breach of user privacy only occurs when the relationship
between the identity of the LI subject and the LI can be
established. Anonymous communication, where a user may
use a resource or service without disclosing its identity, or
communication using a pseudonym, where a user may use a
resource or service without disclosing its user identity but can
still be accountable for that use, could overcome this problem.
However, in many cases, e.g. for billing, it is difficult to
use anonymous or pseudonymous communication. Moreover,
whilst many proposals for protecting location privacy relyon
anonymisation of the LI subject, this does not seem as if it
will be a solution of general applicability – many, conceivably
most, location-based services will require the service provider
using LI to be able to associate the information with a
particular LI subject. Thus we throughout assume that the
(authorised) user of LI is permitted to learn the association
between the LI and the LI subject.

Another privacy issue is analogous to the problem of ‘spam’,
i.e. the receipt of unsolicited messages. This already poses a
huge problem in email systems [15], and has also started to
become an issue in other domains, e.g. mobile text messaging.
This is a problem which may also migrate to location-based
services and thereby become even more intrusive. For exam-
ple, service providers wishing to advertise their services[16]
may use LBSs to send unsolicited messages to LI subjects in
a given area.
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To resolve these issues, LI should only be provided to
entities authorised by the LI subject.

C. Constraints

Constraints are simply statements, bound to LI, which may
be used to help control the use, storage and distribution of this
LI [3].

An LI subject may, for example, want to limit the period
of time an entity stores their LI. This will prevent entities
collating data to provide information about the LI subject’s
travel habits. Storage time may be limited either by stating
in the constraints the amount of time that the LI may be
kept from a specified start point, or by stating a point in
time after which the LI must be deleted. In the first case,
the start point may be indicated by including a time stamp in
the constraints, e.g. the time at which the LI was generated.
However, as previously discussed in [3], placing a time stamp
in the constraints allows receiving entities to learn the time
at which LI was generated, and so the time when the LI
subject was at a particular location. By contrast, a mechanism
stating the time when the LI expires will limit the information
revealed, as the time at which the LI subject was at a location
cannot be precisely determined.

Limiting the distribution of LI ensures that LI is only sent
to entities authorised by the LI subject. Restrictions on LI
distribution may be specified either by stating the entitieswho
are authorised to receive the LI, or by listing the entities
not authorised to receive the LI. However, statements about
permitted distribution give a receiving entity knowledge about
relationships between the LI subject and other entities. For
example, it enables entities to know which other entities are
trusted by the LI subject and those which are not.

LI use may be restricted by stating how LI is or is not to be
used. For example, an LI subject may only want their LI used
for navigation purposes, and the constraints could state this.
Conversely, the constraints could contain a negative statement
indicating that, for example, the LI is not to be used for
advertising purposes. These types of statement also provide
information about the preferences of an LI subject, i.e. they
are themselves a potential breach of user privacy.

Thus, providing information about how LI is to be managed
allows personal information to be divulged. This is because
the preferences of an LI subject are themselves personal
information. Thus, in order to fully protect user privacy,
the statements in the constraints must somehow be enforced
without divulging the contents of the constraints to the LI
consumers.

IV. A MECHANISM TO PROVIDE SECURITY FOR

CONSTRAINTS

In this section the LIPA-based mechanism, providing pri-
vacy control for LI and associated constraints, is described.

A. Overview of the mechanism

In order to ensure that the information held within the con-
straints remains private, we propose the use of a trusted party

which we call a Location Information Preference Authority
(LIPA). The LI gatherer is assumed to be in possession of
the list of preferred LIPAs for each LI subject for which it
generates LI. This is an indication of the LIPAs trusted by the
LI subject. The LI gatherer must be trusted by the LI subject
to act according to its wishes.

1) LI gathering. The first step in our mechanism involves
the provision of LI by the gatherer. The LI gatherer
may be at any location, including in the UD itself. The
LI gatherer may obtain LI in response to a request by
an LBS provider or an LI subject, or it may constantly
collect LI for a large number of LI subjects.

2) LI token generation. The LI gatherer then creates what
we refer to as an LI token. This includes both LI and
accompanying constraints. The LI and constraints are
encrypted by the LI gatherer using the public key of the
LIPA. This ensures that only the LIPA is able to view
this information. Also contained within the scope of the
token is information which helps to identify both the
LI subject and the LIPA, together with a unique token
identifier. The LI token includes the signature of the LI
gatherer, guaranteeing the integrity of the LI token. This
also provides evidence to receiving entities regarding the
identity of the LI gatherer. An LI gatherer may generate
several tokens for the same LI, e.g. if an LI subject
uses two or more LIPAs. There is also provision for the
inclusion of an optional public key certificate for the LI
gatherer’s public key.

3) LI token distribution. When LI is required, an LI token
is provided to the LBS provider wishing to use the LI
for service provision. This could occur in a variety of
ways, e.g. by using third party LI token repositories, by
sending the LI token via the UD, or by direct transfer
from the LI gatherer to the service provider.

4) LI token verification and decryption. Once an LBS
provider wishing to use LI receives an LI token, it must
submit it to the appropriate LIPA. From the LI token
the LBS provider can establish the identity of the LI
subject, the identifier for the LI token and the identity
of the LIPA, but not the LI or constraints since they are
encrypted.
Upon receiving the LI token, the LIPA verifies the
signature, then decrypts the LI and the constraints, and
checks if access to this LI is permitted for the requesting
LBS provider. If access to the LI is permitted by the
constraints, the LIPA returns the LI, the date/time of
expiry of the LI, and the identifier of the LI token, all
encrypted with the public key of the LBS provider, and
signed by the LIPA. If permission is denied, a message
stating this, together with the identity of the LI token,
is returned to the LBS provider.

There are numerous ways that the LIPA may generate income
for the provision of its service. The LIPA may charge for each
request for LI which it receives, or each successful requestfor
LI, i.e. when LI is sent to a LBS provider by a LIPA. Also,

NORDSEC 2004 93



billing may be per LI token or per individual request. The
entities which could potentially be billed for the LIPA service
are the LI subject and the LBS provider. Billing the LI subject
may result in a scenario where LBSs could request LI from
the LIPA, which will charge the LI subject whether or not
the LBS provider gives any service to the subject, and this is
clearly not a desirable scenario. Alternatively, billing the LBS
provider appears a more appropriate solution since the LBS
provider can potentially recover the cost of obtaining the LI
by including it in the charge for services provided.

The LI gatherer (unless it is the LI subject him/herself)
will also typically require a means of obtaining payment for
providing LI tokens. However, the LI gatherer may have no
obvious party to charge except for the LI subject. In cases
where the LI gatherer provides LI tokens for use by LBS
providers not providing services to the LI subject, this is
probably unviable. Another possibility might be for the LIPA
entities to pass on a percentage of charges they make to LBS
providers to the LI gatherers.

B. Requirements for use of the mechanism

This section describes the requirements on the entities
involved in use of the mechanism.

The LI gatherer is the entity responsible for creating LI. It
must possess a signature key pair. It must also possess a trusted
copy of the public encryption key for all the LIPAs used by
the LI subjects for which it generates/collects LI. These keys
are used to encrypt the LI and the constraints in the LI token.
The LI gatherer must also be in possession of a reliable copy
of the constraints and LIPA preferences for each LI subject
for which it generates LI.

The LIPA entity must possess both a signature key pair
and an asymmetric encryption key pair. It must also possess
a trusted copy of the verification key of every LI gatherer
whose LI it needs to process, and a trusted copy of the public
encryption key of each service provider to whom it might
wish to provide decrypted LI. (The need for LIPAs to hold
public keys of LI gatherers and LBS providers can be obviated
by requiring LI gatherers and LBS providers to obtain and
distribute public key certificates).

Each LBS provider must possess a trusted copy of the public
signature verification key of each LIPA with which it interacts.
It must also possess an asymmetric encryption key pair.

It is assumed that all the necessary encryption and signa-
ture algorithms have been globally agreed before use of the
scheme.

C. LI creation

The entity responsible for generating LI is also responsible
for creating what we refer to as an LI token. At the time of
creation (or acquisition) of the LI, we suppose that the LI
gatherer generates accompanying constraintsC based on pre-
specified LI subject preferences. The structure of the LI token
is described below.

LI Token: EeL
(LI‖C)‖ IL‖IS‖TokenID‖IG‖

SG(EeL
(LI‖C)‖IL‖IS‖TokenID‖IG)‖ [CertG]

where: EK(X) denotes the asymmetric encryption of data
string X using the public keyK; SA(X) denotes a digital
signature (not providing message recovery) computed on data
string X using the private key of entityA; eX represents
the public encryption key of entityX; X‖Y represents the
concatenation of data itemsX andY ; L represents the LIPA;
S represents the LI subject;G represents the LI gatherer;
IX represents an identifier for entityX, e.g. IG denotes an
identifier for the LI gathererG; CertG is the public key
certificate of the LI gatherer;[...] represents an optional data
item.

The LI token is divided into four parts: the encrypted part,
the plaintext part, the digital signature, and the (optional)
public key certificate of the LI gatherer. The encrypted section
contains theLI and the constraints,C. These are encrypted
using the public key of the LIPA,eL. This ensures that entities
other than the LIPA cannot see this information. The plaintext
part consists ofIL, IS , TokenID and IG. The identifierIL

identifies the LIPA whose public key has been used to encrypt
the LI and the constraints. This enables any entity wishing to
gain access to the contents of an LI token to determine which
LIPA it can be requested from. This identifier could take a
variety of forms, e.g. a URL or an IP address. The identifier
IS allows any entity to identify the LI Subject to which the
LI in the token relates. This identifier may be a pseudonym.
TheTokenID is an identifier which, in conjunction withIG,
enables an LI token to be uniquely identified. The identifier
IG allows any entity to determine which entity generated the
LI token. This also enables entities to decide which public
key to use to verify the digital signature. This identifier may
also be a pseudonym. The digital signature is computed over
both the encrypted and plaintext parts of the LI token. This
provides assurance that the LI Token has not been tampered
with, and authenticates the entity which created the LI. The
certificateCertG may be optionally included in the LI token.
This makes it easier for LIPAs which communicate with many
LI subjects to obtain the necessary public keys.

Before proceeding, note that the encrypted part of the LI
token could alternatively be encrypted using a symmetric en-
cryption scheme with a shared secret key. The major advantage
of such an approach would be that a symmetric encryption
algorithm is typically much less computationally intensive that
an asymmetric scheme. The main disadvantage is the key
management overhead, since such an approach would require
each LI gatherer to share a secret key with every LIPA with
which it ‘does business’. A variety of different mechanisms
exist to provide the necessary key management functions —
see, for example, [17].

D. LI distribution

Section IV-C describes the structure of an LI token. When
there is a request for LI or, when an LI subject requests a
service, the LI token is sent to the relevant LBS provider.

LI Gatherer→ P :
EeL

(LI‖C)‖ IL‖IS‖TokenID‖IG‖
SG(EeL

(LI‖C)‖IL‖IS‖TokenID‖IG)‖ [CertG]
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where:
A → B represents the communication of a message from

entity A to entity B; andP represents the LBS provider.
LI should always be distributed within an LI token, regard-

less of who is sending the LI. The message above describes
direct communication of the LI token from the LI gatherer to
the LBS provider; however, as mentioned earlier, LI tokens
may also be distributed via third parties and between LBS
providers.

E. LI use

This section describes how an entity uses an LI token. When
a LBS provider decides that it want to gain access to the LI
within an LI token, it must send the LI token to the LIPA
whose identifier is in the token, and hence whose public key
was used to encrypt the LI in the token.

P → LIPA entity:
EeL

(LI‖C)‖ IL‖IS‖TokenID‖IG‖
SG(EeL

(LI‖C)‖IL‖IS‖TokenID‖IG)‖
[CertG]‖[CertP ]

The above indicates that the LBS provider sends the LI token
to the LIPA entity. The LBS provider may also optionally
include a certificate for its public key, to avoid the need forthe
LIPA to possess a trusted copy of every LBS provider’s public
key. When the LIPA receives the LI token, it must first verify
the signature and decrypt the enclosed LI and constraints. If
the signature is invalid, or the token syntax is not as expected,
then the LBS provider must be sent the ‘Permission Denied’
message (see below). The LIPA must then check that the LBS
is permitted by the constraints of the LI subject to receive this
LI. The LIPA must also check the authenticity of the LBS
provider, which may be based on the certificate provided by
the LBS provider. Details of a mechanism to provide this check
for authenticity are not discussed further in this document. If
the LBS provider is permitted to have access to the LI in the
token, then it may be sent. The structure of the message used
to send the LI back toP is described below. The LIPA also
keeps a record of the LI token and the entity to which it is
providing LI.

LIPA entity → P :
EeP

(LI‖Expiry‖TokenID)
SL(EeP

(LI‖Expiry‖TokenID))

The message from the LIPA to the service entity contains
two parts: the encrypted part, which containsLI, Expiry

and theTokenID, and the signature. The encrypted part is
encrypted with the public key of the service entity requesting
the LI. This ensures that only the service entity can read
this information, preventing malicious parties intercepting data
while in transit.Expiry is a time-stamp extracted from the
constraints and specifies when the LI expires, i.e. when the
LI should be deleted. This is the only information from the
constraints which needs to be sent to the service entity. The
TokenID allows the LI subject to relate the LI received from
the LIPA to the LI token from which it has been taken. The
digital signature allows the receiving entity to check whether
the message has been tampered with during transit.

If the requesting entity is not permitted to have access to
the LI in the token then the followingPermissionDenied

message is sent to the requesting entity:

LIPA entity →P :
TokenID‖PermissionDenied

V. SECURITY ANALYSIS

In this section we describe how our mechanism addresses
control and privacy issues for LI. We also describe certain
remaining issues with the mechanism. These could provide
suitable topics for further research.

The primary aim is to provide a mechanism which en-
ables the control of access to LI and constraints, enabling
a greater degree of privacy without divulging extra personal
information. By enabling the LIPA to make decisions based
on constraints, untrusted entities do not gain access to the
information found in constraints or LI. However, this does
mean that the LIPA has access to both the constraints and
the LI. Should the LIPA be compromised, the malicious party
would have access to both the LI and the constraints of any
LI subject using its services.

Once an entity is in possession of LI, maintaining control of
this information is a difficult task. Ensuring that LI is managed
according to the preferences of the LI subject once an entity
possesses it, can only be based on trust. A problem inherent
to LI is that when an entity has plaintext LI, they are free to
do with it as they please. Our mechanism aims to provide LI
only to entities which can be trusted, giving the LI subject
control over their LI. Of course, even trusted entities cannot
be trusted all the time and once these trusted entities have
this LI, the LI subject can only rely on a regulatory or legal
authority to ensure that messages are being transmitted in the
manner which has been previously agreed. If an entity wishes
to redistribute the LI of an LI subject, it should only distribute
the LI token. If it chooses to redistribute LI in other forms,
then this can only be addressed by some form of policing,
e.g. through peer enforcement. Of course this could enhanced
by a regulatory authority which ensures that rules are being
adhered to.

Auditability should allow the identification of entities acting
in violation of the rules set by the constraints. Identifying
these entities is difficult, and is a desirable property. The
use of peer pressure to enable auditability was introduced
in [3]. To prevent unauthorised distribution of LI, its origin,
i.e. the entity responsible for generating the LI token, must
be verifiable. In addition, users of LI must be accountable for
its use. Therefore, if a malicious entity redistributes LI in a
way prohibited by the LI constraints, the recipient will detect
this, and the malicious entity can be held responsible for the
breach of constraints.

An additional concern is the potential for overloading the
LIPA with requests for access to LI. This entity is of course,
the central point for LI requests from service providers. This
problem can be addressed by distributing the LIPA service
across multiple servers, thereby removing the potential bottle-
neck and the single point of failure.
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VI. CONCLUSION

This paper addresses the issue of control and privacy of
LI and associated usage constraints by introducing a Trusted
Third Party based framework. We have introduced a mecha-
nism which gives the end user the ability to control their LI
without having to divulge additional personal data.
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Abstract— The stream cipher Whiteout is presented and an
attack on Whiteout is proposed. This attack involves an active
adversary, and recovers

���
bits of the initial states of all LFSRs

involved, by using in worst case ��������� ciphertexts of length � .
The attack relies on the fact that the initialization procedure of
Whiteout is linear. Whiteout has a secret key of �	��� bits and our
attack recovers this key by an exhaustive search of only

��

bits.

Index Terms— Stream ciphers, linear keyloading, Whiteout,
keystream generator.

I. INTRODUCTION

Linear feedback shift registers (LFSRs) are popular build-
ing blocks in pseudorandom bit generators, because of the
nice statistical properties of the generated sequences and the
practical implementation in hardware. Such generators can be
used to produce keystreams for streamciphers. The keystream
generator is typically loaded with a secret key which is used
for several encryptions, and an initialization vector that is
different for each encryption. It is important that the loading
procedure of the LFSRs is implemented with care, so that
attacks are prevented. In particular the secret key and the
initialization vector should not be linearly combined together
in the initial state of the generator. In this paper we will
demonstrate this by proposing an attack on the keystream
generator Whiteout exploiting this weakness. Other attacks
exploiting the similarly weak initialization procedure of the
stream cipher used in Bluetooth are for example found in [1]
and [2].

II. THE STREAM CIPHER WHITEOUT

In this section a description of the stream cipher encryp-
tion algorithm Whiteout will be given. This algorithm was
originally designed for implementation in a dedicated crypto-
graphic chip that could be exported outside NATO countries.
However the cipher was never used, discarded, and handed
over to us by Thales Communications AS so that we could
use it in this study. It should be noted that the cipher is
intentionally weak. All detailes about Whiteout given in this
section are found in the up to now unpublished specification
of Whiteout.

A. Output mode

The key generator of Whiteout shown in Fig. 1 consists of
two parts of irregularly clocked, maximal length LFSRs, the
block of � X-LFSRs and the network of 
 R-LFSRs defined in

X1

X2

X3

MV

k0 k1

R1 R2

R3 R4

R5 R6

R7 R8
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F

0 1

0 1 1 0
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1 0 1 0
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p3

p4

p5

u

Fig. 1. Whiteout key generator in output mode

TABLE I

DEFINITION OF THE LFSRS

LFSR Characteristic polynomial

X1 �����������������������������
X2 ����������� � ��� �� ��� ��!
X3 ����� � ��� � ��� ��" ����# �
R1 ���$� # ��� � �$��%������&�
R2 ���$� # ��� " �$� % ��� �&�
R3 ���$�'#���� � �$� ! ��� �&�
R4 ������#���� � ��� ��( ��� �&�
R5 ����� # ��� ! ��� ��( ��� �&�
R6 ������������ �������(������&�
R7 ���$� � ��� � �$� � ��� �&�
R8 ���$������� � �$��%������&�

Table I. These two parts mutually control the clocking of each
other via the functions ) and * . The ) function takes + input
bits from the X-LFSRs and outputs one bit that decides the
start of the path through the network of R-LFSRs that starts
in the “node” ) and ends up in one of the “leaves” ,.- or
,0/ . Let 132�4 5 denote the bit in position 6 in the X 7 -LFSR. The
input bits to the ) function are:

8�9;: 1 9 4 < 8	=>: 1�?	4 @ 8BA>: 1 = 4 9C98 ? : 1 9 4 9ED 8BFG: 1�?	4 9 < 8BD>: 1 = 4 ?C?'H
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TABLE II

H FUNCTION TAPPING POSITIONS

R-LFSR x y z

R1 2 5 7

R2 10 8 3

R3 6 9 4

R4 3 7 8

R5 8 4 2

R6 4 10 6

R7 5 2 9

R8 7 3 5

The output of ) is given by:

)�� 8 9�� 8 ? � 8 =�� 8 F�� 8 A�� 8 D�� : 8 ?
	 8 D 	 8 F 8 A 	8 A 8 D 	 8 = 8 F 	 8 ? 8 A 	 8 9 8 A 	 8 9 8 ?
	 8 F 8 A 8 D 	8 = 8 A 8 D 	 8 = 8 F 8 A 	 8 ? 8 A 8 D 	 8 ? 8 F 8 D 	 8 ? 8 F 8 A 	8 ? 8B=�8	D 	 8�9�8B=�8	A 	 8�9�8B=�8BF 	 8�9�8 ? 8	A 	 8�9�8 ? 8	=�8 F 	8�9�8 ? 8BF�8BA 	 8�9	8 ? 8 F�8	D 	 8�9	8B=�8 F�8BD 	 8 ? 8B=�8 F�8BD H
The output of ) determines which of the LFSRs ��/ or �
�
that will be enabled and defines the start of a path through the
network of R-LFSRs that will be calculated during each cycle
in output mode. The path through the network of R-LFSRs is
defined as a binary � -tuple ��� 9 � �3? � � = � � F � � A � , where � F and
� A may be undefined, � 9 is the output of ) , �0? is the output of
� / or �
� dependent on which LFSRs that was enabled by � 9 ,
� = is the output of � � or ��� , and so on. The path gives input
to the clocking function * and decides which R-LFSRs that
will be clocked during the cycle. The path also determines the
value of the leaves , - and ,0/ . ,.- and ,0/ are initially set to -
in the start of each cycle, when the path ends in one of them,
the value of the terminating leaf is changed to / .

The output of the R-LFSRs is given by the function � that
takes � input bits 1 , � and � from the R-LFSRs and outputs one
bit that determines which R-LFSR next to enable according
to Fig. 1. The tapping positions for the input to � for the
respective R-LFSRs are given in Table II, the output of � is
given by:

��� 1 � � � � � : 1 	 � 	 1��0H
The function * decides the clocking of the X-LFSRs and is

computed after the path through the R-LFSRs is calculated. *
takes � input bits and outputs a triple ��� 9�� � ? � � =�� , � 2���� - � / � � �
where � 2 counts the number of steps the LFSR X 7 is going to
be clocked. Let ! 2�4 5 denote the bit in position 6 in the R 7 -
LFSR. The input bits to * are:

" 9;: � 9 " FG: ! A 4 9$# 	 !�%�4 <" ? : ��? " A>: ! D 4 9$# 	 !�<�4 < �" = : � =
where � 9 , ��? and � = are the first, second and third bit in the
calculated path through the R-LFSRs. From these input bits

TABLE III

F PERMUTATION

& 0 1 2 3 4 5 6 7' 20 19 17 31 11 8 29 14& 8 9 10 11 12 13 14 15' 24 30 15 22 28 25 2 18& 16 17 18 19 20 21 22 23' 21 6 13 26 3 23 7 1& 24 25 26 27 28 29 30 31' 9 27 12 0 5 4 16 10

TABLE IV

F CLOCKING OF X-LFSRS

' 0 1 2 3 4 5 6 7( � 1 0 1 1 0 0 1 2(*)
2 1 0 0 2 1 2 1(*+
0 2 2 2 1 2 0 0' 8 9 10 11 12 13 14 15( � 2 2 2 2 2 1 1 2(*)
1 0 1 1 0 2 2 0(*+
0 1 0 0 1 0 0 1' 16 17 18 19 20 21 22 23( � 0 1 1 1 0 2 0 1(*)
2 0 2 0 1 1 2 2(*+
1 2 0 2 2 0 1 0' 24 25 26 27 28 29 30 31( � 1 2 2 2 1 0 2 0(*)
2 1 1 0 2 1 1 2(*+
0 0 0 1 0 2 0 1

a corresponding integer value , �-� - � / � H�H�H � � /�� is calculated
as:

, : /�+ " 9�. 
 " ? . � " =/. � " F/. " A H
* is defined by a permutation of the possible values for ,

given in Table III, the 0 -value is then the input to the look-up
table given in Table IV, which gives the stepping numbers.

The function 132 (majority vote function) outputs the
selector bit 4 :

4 : 132���1 � � � � � : 1�� 	 15� 	 � � �
where 1 : 1 9 4 # , � : 1�?	4 # and � : 1 = 4 # . If 4 : - the produced
key bit 0 : ,.- , else 0 : ,0/ . Since ,.- and ,0/ always will
be the inverse of each other at the time when the key bit is
calculated, the produced key bit can be written as

0 : 4 	 ,.- H
To sum up, one cycle of the key generator of Whiteout in

output mode is defined by the following steps:

1) Compute the output of )
2) Compute the path through the network of R-LFSRs
3) Compute 132 to find 4
4) Compute the keystream bit 0
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Fig. 2. Whiteout key generator in input mode

5) Compute * to get the stepping of the X-LFSRs
6) Step the X-LFSRs according to computed data
7) Step the R-LFSRs that were enabled in the path.

B. Input mode

In input mode all the LFSRs are connected together as
shown in Fig. 2 for loading of the input data consisting of
the 120 bit secret key variable (KV) and the 80 bit message
indicator (MI). The input mode of Whiteout can also be used
for generating a message authentication code (MAC).

Let � be the data input signal, let fri/fxi be the internal
feedback of the LFSRs R 7 /X 7 as defined by the characteristic
polynomials and let FRi/FXi denote the full feedback of the
LFSRs in input mode. The feedback bits in input mode are
then given by:

*
��/ : � 	�� !�/ 	 !�<	4 # *
�
� : � !�� 	 ! 9 4 #
*
� � : � 	�� ! � 	 !�?	4 # *
��� : � !�� 	 ! = 4 #
*
�
� : � 	�� !�� 	 ! F 4 # *
� + : � ! + 	 ! A 4 #
*
��� : � 	�� !�� 	 ! D 4 # *
� 
 : � ! 
 	 !�%�4 #
*�� / : � 	�� 1�/ 	 1 = 4 #
*�� � : � 	�� 15� 	 1 9 4 #
*�� � : � 	�� 13� 	 13?�4 #

The loading of the LFSRs is done in input mode in the
following way:

1) All the LFSRs are initially filled with ones
2) Load the 120 bits of KV into the LFSRs starting with

the first bit
3) Load 8 zero bits
4) Load the 80 bits of MI starting with the first bit
5) Load 102 zero bits
After the loading procedure the key generator switches to

output mode and generates one key bit during each cycle of
output mode, that can be used for encryption and decryption. If
an LFSR enters output mode in an all-zero state, the feedback
bit of this LFSR is forced to be / until the LFSR is clocked
and this feedback bit enters the register.

The generation of a MAC of a given length � on a given
binary message is done in the following way:

1) Load the KV and MI according to the procedure de-
scribed above

2) Continue loading the message into the LFSRs using
input mode

3) Load 102 zeros
4) Switch to output mode
5) The � first produced bits in output mode is the MAC

on the message.

III. THE INITIALIZATION PROCEDURE

According to the description of Whiteout, the key and the
message indicator are loaded into the LFSRs in a linear manner
during input mode. In a scenario where only the key is kept
secret, this property implies vulnerability to the generator. If
we let � 4 # � H�H�H � 4 9&F D � denote the initial state of the LFSRs as
the generator enters output mode, and view the key bits as
indeterminants, we can construct a linear system of equations:

� # � 1 9 � H�H�H � 1 9 ? # � : 4 #
...

� 9&F D � 1 9 � H�H�H � 1 9 ? # � : 4 9EF D H
We note that the � 2 depend on the message indicator bits. This
system can be represented in matrix form by	�
 :
� �
where

	
is a / ����� /���- coefficient matrix,


 :
� 1 9�� H�H�H � 1 9 ? #���� ,

� : � 8 #�� H�H�H � 8 9EF D���� , and
8 2 : " 2 . 4 2 , where" 2 is the constant term of equation ��2 . Consequently, if the

adversary succeeds in recovering the initial state of the LFSRs,
the key bits can be found by Gaussian elimination of the above
system.

We may also consider the situation where parts of the
initial state are recovered. More precisely, the adversary has
knowledge of 4�� : � 4�2�� 7 � ��� , where � is a set of
indices and � ����� / ��� . Let ����� � 	 � 7 � denote the 7 th row of

	
,

and let
	 � be the matrix formed by only including the rows

� �����
� 	 � 7 � ��7 � ��� . Furthermore, let
� � be the corresponding

vector of constant terms. In this case, a linear system given
by 	 � 
 :
� � (1)

can be obtained. As usual, �! #"%$ � 	 � � denotes the number of
linearly independent rows of

	 � . Clearly, since



has length
/���- , �� �"%$5� 	 � � � /���- . If �� �"%$5� 	 � � : /���- , then all of the
key bits can be recovered by Gaussian elimination as in the
above situation. Generally,

	 � has a null space of dimension
/���-'&(�! #")$5� 	 � � , which means that the adversary can recover
the key by exhaustive search of �

9 ? #+*-,/.�021436587!9 candidates.
Next we consider a scenario where the adversary has the

ability to manipulate the message indicator, i.e. to complement
a chosen set of the involved bits. This may be a realistic
scenario if the encryption device is physically available to the
adversary, for instance as a smart card.
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By viewing both the key bits 1 9 � H�H�H � 1 9 ? # and the message
indicator bits � 9 � H�H�H � � < # as indeterminants, we can construct
the following linear system:

� �# � 1 9 � H�H�H � 1 9 ? # � � 9 � H�H�H � � < # � : 4 #
...

� �9EF D � 1 9�� H�H�H � 1 9 ? # � � 9�� H�H�H � � < #�� : 4 9&F D
Because of the properties of linear functions, this system can
be represented in matrix form by	'
 .���� : � � �
where

�
is a / ��� �;
�- coefficient matrix,

� : ��� 9�� H�H�H � � < #�� ,� � : � 8 �# � H�H�H � 8 � 9EF D � and
8 �2 : " �2 . 4 2 , where " �2 is the constant

term of the function � �2 . In the assumed scenario, the adversary
may add an arbitrary vector

� � � ) *�� � � <
#

to
�

, with the
effect of complementing the bits of

�
corresponding to the

elements of
� �

equal to / . The resulting equation is	'
 .�� � � .�� � � : � � .���� � :
	 � . ��� .���� � � � (2)

where the last equality comes from expressing
� �

as
	 � . � .

Consequently, the adversary may calculate the effect on the
initial state bits 4 2 from adding

� �
to

�
. An interesting

question is whether the adversary is able to manipulate the
initial state bits in a predefined manner. With this in mind, we
consider the equation

��� 2 :
� 2 � (3)

where
� 2 is the unit vector ��
�2�4 # � H�H�H � 
�2�4 9&F D � with 
�2�4 2 : / and


�2�4 5 : - for all 6 such that 7��: 6 . If such an
� 2 is found,

replacing
� �

by
� 2 in (2) gives	'
 .�� � � .�� 2 � :�	 � . ��� .�� 2 � �

meaning that the bit 4�2 is complemented, while the rest of the
initial state bits are unaltered. To predict whether such an

� 2
exists for a given 7 , we simply have to solve the corresponding
system of equations. A solution of the equation (3) exists if
and only if the vector

� 2 belongs to the column space of the
matrix

�
, denoted by � ��� � � � . The dimension of � ��� � � � is

upper bounded by 
'- so (3) does not have a solution for every
7 � - � 7 � /��'+ . From this we can conclude that the described
technique of complementing bits of the message indicator does
not allow the adversary to manipulate every bit of the initial
state independently of each other; this can only be done for
the 4�2 such that (3) is consistent. An alternative approach is
to look for a subset 44� of initial state bits such that all of the
bits in 44� may be complemented independently of each other,
without regard to the bits outside the subset. One way of doing
this is to search for an 4�� such that the corresponding matrix� � formed by only including the rows � ����� � � � 7 � � 7 � � � has
full rank. Let

�����
be the vector formed from

� 2 in an analogous
manner, and consider the equation

� � � � 2 :�� � 2 H (4)

We note that
� � 2 has the same number of elements as

� 2 ,
with values characteristic for the subset 4�� . The advantage of

this method is that equation (4) is consistent for every 7 � � ,
since � ��� � � � � has full dimension and thus includes

� 2 for
every 7 . In other words, the ability to complement the bits in
44� independently of each other is guaranteed without solving
equation (4) for every 7 . Of course, solving the equations is
still necessary in order to obtain the vectors

� � 2 , by which
the complementing is performed.

IV. AN ATTACK ON WHITEOUT

In this section we sketch an attack on Whiteout, under
the assumption that we are able to manipulate the message
indicator, i.e. to complement a chosen subset of the involved
bits. As suggested by the previous section, the power of
the attack depends on our ability to complement the initial
state bits in a predefined way. In fact, each procedure of
the proposed attack requires that bits can be complemented
independently within a specific subset 4�� of the initial state
bits. This is possible if and only if the corresponding matrix

� �
has full rank, which must be verified for all matrices used. Due
to this, the procedures of the attack are constructed in an ad
hoc manner, based on whether the tested subsets 4 � were found
to have the required property or not. We have verified that the
matrix

�
has rank 
�- . This implies that the maximum number

of initial state bits which can be complemented independently
is 
�- .

In the following, �
3��/9

is the output function of Whiteout,
i.e. the function calculating the keystream bits 0

3��/9
, given the

state of the generator after � time steps. The knowledge of �
3��/9

is critical to the attack. Its algebraic normal form is derived
from the description of Whiteout in Section II. For simplicity,
we denote the output of the function ) at the � th clocking by� 3��/9 . The outputs at time � of the function � for the respective
LFSRs R1, H�H�H , R8 are denoted by !

3��/99 � H�H�H � !
3��/9
< , the output of

the function 132 is denoted by 4
3��/9

, and the value of ,.- is
written as ,.-

3��/9
. For a general binary variable , , �, : , . / , i.e

the complemented , . The keystream bit 0
3��/9

is consequently
given by

0
3��/9 : �

3��/9
� �
3��/9 � !

3��/99 � H�H�H � !
3��/9
< � 4

3��/9 �
: 4

3��/9
	 ,.-

3��/9
: 4

3��/9
	 ��

3��/9
�! 9
3��/9
!
3��/9= 	 �

3��/9
!
3��/9
? !

3��/9=
	 ��

3��/9
�! 9
3��/9
�! =
3��/9
!
3��/9A 	 � 3��/9 !

3��/9
? �! =

3��/9
!
3��/9A

	 ��
3��/9
!
3��/99 !

3��/9F !
3��/9D �! %

3��/9
	 �

3��/9
�! ?
3��/9
!
3��/9F !

3��/9D �! %
3��/9

	 ��
3��/9
�! 9
3��/9
�! =
3��/9
�! A
3��/9
!
3��/9
< 	 �

3��/9
!
3��/9
? �! =

3��/9
�! A
3��/9
!
3��/9
< H

(5)

We note that according to Fig. 1, the 
 terms representing
,.-
3��/9

correspond to the 
 respective paths leading to , - in the
network. In the attack, �

3 #�9
is represented by the initial state

bits, 4
3 #�99 � H�H�H � 4

3 #!99EF D
, while �

3 9�9
is represented by the state bits

after the first clocking, denoted by 4
3 9�99 � H�H�H � 4

3 9�99EF D
.

The attack is divided into two stages. During the first
stage, we focus on the initial state bits that determine the
first output, 0

3 #!9
, which is computed before the LFSRs are

clocked for the first time. The inputs to �
3 #!9

constitute a
relatively small subset of the initial state bits, in which all
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the bits can be complemented independently of each other.
By complementing these bits in a systematic manner, and
observing how 0

3 #!9
is affected, we are able to recover all the

inputs to �
3 #!9

.
During the second stage, we focus on the initial state

bits that are involved in the second output, 0
3 9�9

, which is
computed after the first clocking. In principle, the procedure
for recovering these bits is the same as for the first stage, but
several modifications are required.

We note that since only some of the involved LFSRs are
stepped during the first clocking, many of the input bits to �

3 9�9
are exactly the same as the inputs to �

3 #!9
, so the number of

new bits to be obtained is strictly limited. In order to recover
more of the initial state bits, we may repeat the second stage
several times, with an intentionally modified first clocking.

Assume that we are able to recover a subset 4 � of the
initial state bits. As described in Section III, we may perform
Gaussian elimination on the corresponding matrix

	 � , and
then recover the key by exhaustive search of �

9 ? #+*-,/.�021436587�9
candidates. This constitutes the final part of the attack.

A. Stage 1

We proceed by describing the overall strategy for the first
stage of the attack, where we concentrate on the calculation
of the first output 0

3 #�9
. The construction of the involved

algorithms will be explained in detail later on.

1) Find �
3 #!9

by the algorithm Findg.
2) Find the inputs to ) ,

8 3 #!99 � H�H�H � 8
3 #!9D

by one of the search
trees GTree0 or GTree1 together with Findg.

3) Find the path through the network of R-LFSRs by
the search tree FindPath. If the path satisfies a certain
criterion, then continue. If not, then repeat the steps 1-3
with a modified message indicator.

4) Find !
3 #!99 � H�H�H � !

3 #!9
< by the search tree RTree.

5) Find the inputs to � for the respective R-LFSRs,
1
3 #�9
� 9 � �

3 #�9
� 9 � �

3 #!9
� 9 � H�H�H � 1

3 #!9
� < � �

3 #�9
� < � �

3 #!9
� < , by the search tree

hTree together with RTree.
6) Find the inputs to 132 , denoted as 1

3 #�9
��� � �

3 #!9
��� and �

3 #�9
��� ,

by the search tree MVTree.

We have verified that all the initial state bits involved in
0
3 #!9

can be complemented independently. More precisely, we
have constructed the matrix

� � corresponding to the subset
4 � of all the involved bits, and found

� � to have full rank by
Gaussian elimination. The corresponding vectors

� � 2 , which
upon addition to the message indicator � complements the
initial state bit 4 2 , are found by solving equations of the form

� � � � 2 :�� � 2 �
as described in the previous section.

The algorithm Findg exploits that, due to the construction of
� , the respective variables !

3 #�99 � H�H�H � !
3 #�9
< can be complemented

independently by simply complementing �
3 #!9
� 9 � H�H�H � �

3 #�9
� < . This

allows us to manipulate !
3 #!99 � H�H�H � !

3 #�9
< in a systematic manner.

By observing 0
3 #!9

after each manipulation, we can determine
whether ,.-

3 #!9
has been complemented or not. Findg executes

1
0

1
0

101010

110100

001011

010001

110110

011101

110111

011100

111010

000100

001101

110011

011111

101101

000011
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Fig. 3. Searchtree for finding � � , � # , � � , �  , � � and � " when the output of�
is 0

an adapted series of manipulations, such that the value of �
3 #�9

can be recovered within a relatively small number of steps.
When � 3 #!9 is recovered, the next step is to determine8 3 #!99 � H�H�H � 8

3 #!9D
. This is done by searching GTree0 or GTree1,

according to the value of �
3 #!9

. The search tree GTree0 is given
as Fig. 3. Each node is characterized by one or several of the8 2 . During the search, the following procedure is to take place
at each node:

1) Complement the
8 3 #�92 corresponding to the

8 2 of the node.
2) Use Findg to find the value of �

3 #�9
resulting from the

manipulation of the message indicator.
3) Choose the edge corresponding to the new value of �

3 #�9
,

and move on to the next node. The
8 2 complemented in

step 1 should not be complemented back.

The numbers given at each end node are the respective values
of the inputs

8 9�� H�H�H � 8 D .
The search tree FindPath uses a similar strategy as Findg,

but it involves more steps, as it recovers the entire path through
the network of R-LFSRs. Due to its size FindPath is not
displayed in this paper. We note that since FindPath detects the
value of ,.-

3 #!9
, it also reveals the value of 4

3 #�9
. The criterion

introduced on the path is that it should not involve any of the
LFSRs �
� , � + , � � and � 
 . The purpose of this criterion is
explained in our discussion of the second stage of the attack.
By the assumed attack scenario, we are able to repeat the steps
1-3, with a different MI each time, until the path satisfies the
criterion.

The next step is to recover all of the !
3 #!99 � H�H�H � !

3 #!9
< , by

searching RTree. This tree is based on the output function
�
3 #!9

. To ensure a fairly balanced tree when constructing it, we
introduced criteria on the partitions, which were modified in
an ad hoc manner, until a complete search tree was obtained.
Due to its large size, RTree is not displayed in this paper.

Once every output from � is recovered, the respective inputs
1
3 #�9
� 9 � �

3 #�9
� 9 � �

3 #!9
� 9 � H�H�H � 1

3 #!9
� < � �

3 #!9
� < � �

3 #!9
� < are obtained by searching

hTree, given as Fig. 4. During the search, the edges are chosen
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Fig. 5. Searchtree for finding the inputs to the ��� function

according to the resulting value of !
3 #!9
2 , which is recovered by

RTree. The numbers given at each end node are the respective
values of the inputs 1

3 #!9 � � 3 #!9 � � 3 #!9 .
Finally, the inputs to MV are found by searching MVTree,

given as Figure 5. The edges are chosen according to the value
of 4

3 #�9
, which is recovered by observing whether 0

3 #�9
has been

complemented or not. The numbers given at each end node are
the respective values of the inputs 1

3 #�9
��� � �

3 #!9
��� � �

3 #!9
� � .

B. Stage 2

We now consider the second stage of the attack, where we
assume to have recovered all the inputs to �

3 #!9
, and move

on to the inputs to �
3 9�9

. As mentioned earlier, the procedure
is basically the same as for the first stage. However, some
difficulties are encountered:

1) In order to complement the inputs to �
3 9�9

, we need to be
fully aware of the first clocking, since we need to know
which initial state bits the inputs to �

3 9�9
are dependent

on. However, by studying the function * , we observe
that the clocking of the X-LFSRs depends on � bits that
we have not yet recovered, namely ! A 4 9$# , ! %	4 < and ! <	4 < .
This difficulty can be avoided by guessing the values of
these � bits.

2) 0
3 9�9

depends on the first clocking, in addition to the in-
puts to �

3 9�9
, so we need to control a much larger number

of bits. Whether this is possible, depends on the nature
of the first clocking of the R-LFSRs. This problem can,
to some extent, be overcome by introducing a criterion
on this clocking.

3) Several of the inputs to �
3 9�9

are also involved in the first
clocking. Such bits cannot be complemented without
potentially affecting the first clocking, which in turn
may affect 0 9 in an unintended, possibly unpredictable
manner. However, if we guess the values of ! A 4 9 # , ! %�4 <
and ! <�4 < , we assume to know all the bits involved in
the first clocking. We are thus able to calculate the
unintended effect on the clocking, and if it changes,
we may restore the original clocking, by complementing
certain other, independent bits.

We proceed by a detailed description of each of the above
problems, with the purpose of justifying the suggested solu-
tions.

Due to the nature of the problems 1 and 3, we choose
to guess the values of ! A 4 9 # , !�%�4 < and !�<�4 < . In the following,
we thus assume to be fully aware of the nature of the first
clocking, hence the first problem is solved.

The second problem addresses the possibility of dependence
between the initial state bits that need to be controlled. In order
for the procedure of the first stage to be useful also during the
second stage, we need to control the following bits:
� the inputs to �

3 #�9
that may affect the clocking, i.e. every

input except the inputs to 132 ,
� the inputs to * not involved in �

3 #!9
, i.e ! A 4 9$# , !�%	4 < and

!�<	4 < ,
� the inputs to �

3 9�9
.

It is clear that how many and which input bits we need to
control during the second stage, is completely determined
by the clocking. We have run a series of tests in order to
decide whether the desired control is attainable for different
clockings. In particular, we have observed that if � 
 is stepped
during the first clocking, then there is some linear dependency
in the subset of initial state bits corresponding to the following
variables:
� the inputs to �

3 9�9
: 1

3 9�9
� < , �

3 9�9
� < and �

3 9�9
� < ,

� the inputs to �
3 #!9

: 1
3 #!9
� 9 � �

3 #!9
� 9 � �

3 #!9
� 9 � H�H�H � 1

3 #!9
� < � �

3 #!9
� < � �

3 #�9
� < ,

! A 4 9$# , ! %	4 < and ! <�4 < .
This may cause problems for several of the procedures
involved in the attack, since this dependency prevents us
from complementing each of the above bits independently of
each other. Due to this, we will prevent that � 
 is stepped
throughout the attack.

Moreover, tests showed that if we allow any combination
of � / , � � , � � and ��� to be stepped, and let the X-LFSRs be
stepped in an arbitrary way, then the desired control can be
obtained. In line with this, we have introduced the criterion
that neither one of � � , � + , � � or � 
 should be stepped
during the first clocking, which is observed to be true with
probability

9
? . Referring to Section III, we thus consider

the subset 4 � containing all of the bits potentially involved
under this criterion, and assume that the vectors � � 2 which
complements the respective 4 2 when added to MI, are given
by the equation

� � � � 2 :�� � 2 H (6)

As for the third problem, this needs to be solved separately
for each of the relevant bits.

We proceed by giving the overall strategy for the second
stage. The starred algorithms are modified versions of the
original ones.

1) Find �
3 9�9

by the algorithm Findg*.
2) Find the inputs to ) ,

8 3 9�99 � H�H�H � 8
3 9�9D

by one of the search
trees GTree0* or GTree1* together with Findg*.

3) Find the path through the network of R-LFSRs by the
algorithm FindPath*.
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4) Find !
3 9�99 � H�H�H � !

3 9�9
< by the search tree RTree*.

5) Find the inputs to � for the respective R-LFSRs,
1
3 9�9
� 9 � �

3 9�9
� 9 � �

3 9�9
� 9 � H�H�H � 1

3 9�9
� < � �

3 9�9
� < � �

3 9�9
� < , by the search tree

hTree* together with RTree*.
6) Find the inputs to 132 , written as 1

3 9�9
� � � �

3 9�9
� � and �

3 9�9
��� ,

by the search tree MVTree*.

In Findg*, the bits that may need to be complemented are
�
3 9�9
� 9 � H�H�H � �

3 9�9
� < . We note that the �

3 9�9
� 2 of the R-LFSRs that have

not been stepped, have not been involved in the clocking, so
they can be complemented during the second stage without
causing problems. Furthermore, we observe that neither of the
�
3 9�9
� 2 in the case where � 7 has been stepped, has been involved

in the clocking. In other words, Findg* works exactly as Findg,
when manipulating �

3 9�9
� 9 � H�H�H � �

3 9�9
� < in the same systematic man-

ner and observing how 0
3 9�9

is affected.
When searching GTree0* or GTree1*, it may be necessary

to complement bits that are also involved in the first clocking,
since one of the X-LFSRs has not been stepped. For instance,
if � / is not stepped, then complementing

8 3 9�99
or

8 3 9�9? means
complementing

8 3 #�99
or

8 3 #!9? , respectively. However, since both
� � and � � have been stepped, we know that

8 3 #!9=
,
8 3 #!9F

,
8 3 #!9A

and
8 3 #!9D

may be complemented, without affecting anything
other than � 3 #�9 . Hence we may eliminate the effect on � 3 #!9
of complementing

8 3 9�99
or

8 3 9�9? , by complementing a suitable
subset of � 8

3 #!9= � 8 3 #!9F � 8 3 #�9A � 8 3 #�9D � . We have verified that whenever
keeping one of the subsets � 8 9�� 8 ? � , � 8 =�� 8 F � and � 8 A�� 8 D � fixed,
we may always complement � by complementing a suitable
subset of the remaining inputs. It is observed that the bit 1 9 4 <
does not cause any problems, because there is no need to
complement it during the second stage; in order to complement8 3 9�9? if � / is stepped twice, we simply complement one of the
other feedback bits.

The algorithm FindPath* complements the same subset of
bits as Findg*, so the only modification needed is to change
�
3 #!9
� 9 � H�H�H � �

3 #�9
� < into �

3 9�9
� 9 � H�H�H � �

3 9�9
� < and 0

3 #�9
into 0

3 9�9
. The same

holds for RTree*. However, when complementing �
3 9�9

, the
8 3 #!92

should be treated with the same precautions as in Findg*.
When considering hTree*, there are a few bits that must

be treated carefully, as it may be necessary to complement
all of the bits 1

3 9�9
� 9 � �

3 9�9
� 9 � �

3 9�9
� 9 � H�H�H � 1

3 9�9
� < � �

3 9�9
� < � �

3 9�9
� < . We note that

again, we only need to consider the bits of the R-LFSRs that
have been stepped, since the other ones have not been involved
in the clocking. However, there is one exception: The bit �

3 9�9
� D

involves the initial state bit ! D 4 9$# , which is also involved in the
clocking. To deal with this the respective bits may be treated
as follows. We have included scenarios where �
� , � + and ���
are stepped, as this will happen during the repetitions of the
second stage.
� Assume that �
� has been stepped. If we need to com-

plement 1
3 9�9
� ? , we simply complement one of the other

feedback bits.
� Assume that ��� has been stepped, and that we need to

complement �
3 9�9
� F . Then we also complement �

3 #!9
� F , from

which we know that !
3 #!9F

is complemented. By studying

the function � , we observe that whenever � is fixed, it is
always possible to complement the output by complement
1 or � or both. Since neither of 1

3 9�9
� F or �

3 9�9
� F are involved

in the clocking, we may eliminate the unintended effect
on !

3 #�9F
, by complementing these bits in a suitable way.

� Assume that � + has not been stepped. If we complement
�
3 9�9
� D , i.e the initial state bit ! D 4 9$# , we also complement the

input "
3 #�9A

to the function * , and the clocking may change.
This effect may be eliminated by also complementing the
other input to " 3 #!9A , the initial state bit !�<	4 < . If � 
 had
been stepped, this could be a problem, since ! <	4 < : 1

3 9�9
� <

in this case. However, since � 
 is never stepped, there is
no need to consider this scenario.

As for MVTree*, neither of the inputs 1
3 9�9
��� � �

3 9�9
� � and �

3 9�9
� �

are involved in the clocking, so we only have to change
1
3 #�9
� � � �

3 #!9
� � and �

3 #!9
� � into 1

3 9�9
� � � �

3 9�9
� � and �

3 9�9
� � , and 4

3 #�9
into

4
3 9�9

.
Next we consider the repetitions of the second stage, where

the clocking is manipulated intentionally, with the purpose of
involving more of the initial state bits in the output function.

We have verified that for each of the following clockings,
the desired control of the initial state bits can be obtained:

1) Any combination of ��/ , �
� , � � and ��� are stepped,
and � / , � � and � � are stepped in an arbitrary way,

2) ��/ , � � , and �
� are stepped, and � / , � � and � � are
stepped in an arbitrary way,

3) �
� , � � , and �
� are stepped, and � / , � � and � � are
stepped in an arbitrary way,

4) �
� , � � and � + are stepped, and � / , � � and � � are
stepped in an arbitrary way.

5) ��/ , ��� , � + and � � are stepped, and � / , ��� and � �
are stepped in an arbitrary way.

Our knowledge of all the bits determining the clocking and
our ability to complement them independently, allows us to
manipulate the path through the network of R-LFSRs, in
such a way that either one of the cases 1-5 is obtained. We
may then repeat the second stage of the attack, and as we
know which one of the cases will occur, we may choose in
advance the suitable subset 4�� of initial state bits to control. We
observe that after two suitable repetitions, each of the LFSRs
��/ � H�H�H � ��� has been stepped.

The same strategy can be applied to the clocking of the
X-LFSRs. By studying the function * and the cases 1-5
above, we observe that we may complement all of the inputs" 3 #!99 � H�H�H � "

3 #!9A
, such that all possible clockings of the X-LFSRs

are obtainable. As there are + different clockings, � repetitions
are needed, so all in all we need to repeat the second stage
� & � times.

C. Time complexity of the attack

The time complexity of the first part of the attack, i.e stage 1
and stage 2, including repetitions, will be evaluated in terms of
the number of performed bit complementations. To determine
this number, we need to investigate the involved algorithms
and search trees. We note that when complementing several
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bits at a time, this has the same complexity as complementing
one bit. We have observed that Findg performs a maximum
number of /�+ bit complementations and that GTree0 and
GTree1 both have depth /�+ . The actual depth of RTree has
not been examined, but the criteria introduced on the partitions
imply that it is /�� in the worst case. FindPath has depth /�+ and
hTree and MVTree both have depth � . From this we deduce
the following worst-case numbers of bit complementations for
each of the steps of stage 1:

1) /�+
2) ����/�+
3) /�+
4) /��
5) 
�������/��
6) �

Hence, for stage 1, the total number of bit complementations
needed is �'-'� in the worst case.

As for stage 2, we observe that the worst-case number is the
same as for stage 1, since the number of bit complementations
in each procedure is essentially the same.

In the worst case, stage 2 must be repeated � times. Since we
are guessing the values of ! A 4 9 # , ! %�4 < and ! <�4 < , we must repeat
the first part of the attack at most 
 times. We thus conclude
that the worst-case number of necessary bit complementations
is totally � -���� � ��
�� ��-'-�-'- .

As mentioned introductorily in this section, the final part
of the attack involves exhaustive search of the remaining
candidate keys. The time complexity of this process clearly
depends on the number of initial state bits recovered at this
stage.

We note that some of the obtained bits are actually feedback
bits. For simplicity, the feedback bit of an LFSR at the � th
clocking is marked by the subscript � 8 � . From the description
of the attack, we deduce that the following initial state bits
are recovered:
� ! 9 4 ? , ! 9 4 = , ! 9 4 A , ! 9 4 D , ! 9 4 % , ! 9 4 < ,
� ! ?�4 = , ! ?	4 F , ! ?�4 < , ! ?	4 @ , ! ?�4 9 # , ! ?�4 ��� # ,
� ! = 4 F , ! = 4 A , ! = 4 D , ! = 4 % , ! = 4 @ , ! = 4 9$# ,
� ! F 4 = , ! F 4 F , ! F 4 % , ! F 4 < , ! F 4 @ ,
� ! A 4 ? , ! A 4 = , ! A 4 F , ! A 4 A , ! A 4 < , ! A 4 @ , ! A 4 9 # ,
� ! D 4 F , ! D 4 A , ! D 4 D , ! D 4 % , ! D 4 9 # , ! D 4 ��� # ,
� !�%�4 ? , !�%	4 = , !�%�4 A , !�%	4 D , 1 %�4 < , !�%	4 @ , !�%�4 9 # ,
� !�<�4 = , !�<	4 A , !�<�4 % , !�<	4 < ,
� 1 9 4 # , 1 9 4 9 , 1 9 4 ? , 1 9 4 < , 1 9 4 @ , 1 9 4 9$# , 1 9 4 9 D , 1 9 4 ��� # , 1 9 4 �	� 9 ,
� 13?�4 # , 1�?	4 9 , 13?�4 ? , 1�?	4 @ , 13?�4 9 # , 13?�4 9 9 , 13?�4 9 < , 13?�4 ��� # , 1�?	4 ��� 9 ,
� 1 = 4 # , 1 = 4 9 , 1 = 4 ? , 1 = 4 9 9 , 1 = 4 9 ? , 1 = 4 9E= , 1 = 4 ?C? , 1 = 4 �	� # , 1 = 4 ��� 9 .
Although the obtained feedback bits can not be directly

identified with initial state bits, they are equally valuable to
the attacker. As an example, consider the feedback bit ! D 4 ��� # ,
and assume that it has the value - . This gives

! D 4 # 	 ! D 4 = 	 ! D 4 F 	 ! D 4 9$#G: - �
which allows us to eliminate one of the unknown bits. Hence
the recovery of a feedback bit may be regarded as recovering
an initial state bit, as long as the feedback bit depends on at

least one unknown bit. In our case, this is observed to hold
for each of the relevant feedback bits.

From the above we conclude that we have recovered ���
initial state bits. Let 4�� denote the subset constituted by these
bits. By performing Gaussian elimination on the corresponding
matrix

	 � , the secret key is obtained by exhaustive search
of �

9 ? #2* ,/.�021�36587�9 candidates. We have verified that
	 � has

full rank, so the number of candidates to be tested is �
F D

.
Comparing this number to the number of bit complementations
performed in the first part, it is clear that the exhaustive search
dominates the total time complexity of the attack.

It must be taken under consideration that we guess the
values of the bits ! A 4 9 # , !�%	4 < and !�<�4 < . In most cases, guessing
the wrong values may be detected at an early stage of the
attack. But, in worst case, the attack must be repeated �

=
times in order to be successful. This gives a time complexity
corresponding to exhaustive search of �

F @ candidates.
For a more detailed description of the attack and all the

involved algorithms we refer to our master thesis, which can
be obtained upon request to the authors. In our master thesis
we also point out some correlations in Whiteout, which could
be exploited in a divide and conquer correlation attack [3] on
a modified version of Whiteout. It would be interesting to see
if these correlations could be used in an optimization of the
exhaustive search involved in the attack. In our thesis we have
also discussed why the MAC algorithm of Whiteout does not
have the computation-resistance property, which is required
for a MAC to resist forgery attacks [4].

V. CONCLUSION

We have studied the stream cipher Whiteout and proposed
an attack, that may be carried out by an active adversary, on
the cipher which recovers ��� bits of the initial states of all
LFSRs involved. In worst case ��-'-�-'- ciphertexts of length �
are needed to find these bits. The attack relies on the fact that
the initialization procedure of Whiteout is linear. This allows
us to construct linear equations relating the initial state with
the initialization vector variables and the secret key. Whiteout
has a secret key of /���- bits and our attack recovers this key
by an exhaustive search of only � � bits.
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Abstract— After adoption of the Advanced Encryption Stan-
dard (AES), security systems of many information and com-
munication systems are being upgraded to support AES based
encryption mechanisms. Also within Bluetooth SIG, discussions
about replacing the proprietary Bluetooth encryption algorithm
E0 with a new, possibly AES based algorithm have been initiated.
The purpose of this paper is to show that this action alone does
not improve the overall security because in the Bluetooth system,
an active attacker can set up a previously used encryption key
by a replay attack. We analyze the problem and show that it is
possible to overcome it. Finally, we present alternative modifi-
cations to the Bluetooth Baseband and Profiles specifications to
support secure use of two different encryption algorithms.

Index Terms— AES, Bluetooth, E0, encryption, key replay
attack

I. INTRODUCTION

Bluetooth is a wireless communications standard intended
to be used in personal area networks. Many handheld devices,
such as mobile phones, personal digital assistants, and laptop
computers, incorporate a Bluetooth radio to enable low-cost
wireless data transmission.

Like all modern radio communications systems, Bluetooth
uses an encryption algorithm to conceal the transmitted data
from eavesdroppers. The encryption algorithm is a stream
cipher called E0, which is based on Linear Feedback Shift
Registers (LFSRs) and a summation combiner [1]. The length
of the encryption key can be varied between 8 and 128 bits
and there is a negotiation procedure by which it can be agreed
on. [2, Part H, Chpt. 4]

The E0 encryption algorithm is a proprietary algorithm
designed for the Bluetooth system. There are incentives to in-
troduce a stronger encryption mechanism to Bluetooth, prefer-
ably based on the Advanced Encryption Standard (AES) [3].
Nevertheless, support for E0 cannot be removed, in order to
provide compatibility with legacy devices. Previous attacks
on the GSM system by Barkan, Biham, and Keller [4] show
that two different encryption algorithms within the same
system may interfere in an undesirable manner. In one of
the scenarios [4, Sect. 7.1], the attacker can force the victim
to reuse a previously used encryption key with the weak
algorithm, and then recover the key. Then the attacker can
decrypt the previously generated ciphertext, even if strong
encryption has been used. We show that such an attack may
also be possible in Bluetooth if appropriate counter-measures
are not taken. Section IV presents the details on how the

attack is carried out in the Bluetooth system. The fundamental
cause of the problem is that it is possible to replay encryption
keys. In Section IV-D, we present our recommendations for the
counter-measures that would be sufficient to allow a second
encryption algorithm to be securely taken into use in Bluetooth
system.

It should be noted that recovering encryption keys is not
the only exploit of the possibility for encryption key replay.
For instance, Gauthier presented a key replay attack applicable
against the EAP-AKA protocol [5] when a Bluetooth link is
used between the victim devices [6].

Before presenting the details of our attack, some background
information is covered. Section II reviews the state-of-the-art
attacks on E0. The Bluetooth encryption key exchange and
authentication procedures are described in Section III.

II. STATUS OF ENCRYPTION ALGORITHM E0

In 1999, Hermelin and Nyberg showed how it is possible
to recover the initial state of the LFSRs from 264 consecutive
keystream bits doing a work of 264 [7]. The amount of work
has later been reduced to 261 and the required knowledge of
keystream bits to 250 [8]. These attacks exploit linear correla-
tions in the summation combiner. Nevertheless, these attacks
are of theoretical nature, since the LFSRs are reinitialized after
each packet and the length of the keystream never exceeds
2744 bits1 [2].

At the moment, algebraic attacks seem to be the most
effective attacks on E0. Krause devised an attack requiring
a work of 277 but only 128 consecutive bits of known
plaintext [9, Sect. 7]. That amount is eminently realistic for
an attacker to obtain but the workload is still prohibitive and
equivalent to exhaustive key search of a 78-bit key. Later,
Armknecht and Krause showed how to recover the initial
state from 223 keystream bits doing a work of 268 [10]. By
using a technique called fast algebraic attack, which requires
some precomputation, the amount of work can be reduced to
255 [11], [12].

The aforementioned attacks concentrate on discovering the
initial state of the LFSRs from the keystream bits. However, it

1The Bluetooth specifications state that the maximum size of payload is
2745 bits. This maximum is achieved by type DM5 packets with 228-byte
payload, which maps to 2745 bits due to error-correcting channel coding.
However, encryption is applied before channel coding and therefore the
maximal-length keystream is used with type DH5 packets having 343-byte
payload, which equals to 2744 bits.

NORDSEC 2004 105



has been proven that having an effective algorithm for initial
state recovery yields an effective algorithm for recovering the
secret key [13].

According to Armknecht, recovering E0 keys using present
known plaintext attacks would require about 128 GB of
memory and 8 MB of keystream. With present computing
machinery, it would take at least 159 years to perform the
computations. [14]

Even if not breakable in practice, E0 is of lower security
level than AES based stream ciphers are currently believed to
be. Therefore, if a second AES based encryption algorithm is
specified for Bluetooth, the Baseband or the application profile
specifications must ensure that two different encryption algo-
rithms can coexist in Bluetooth without causing vulnerabilities
to each other.

III. PROCEDURES FOR KEY EXCHANGE AND

AUTHENTICATION

This section presents the Bluetooth encryption key exchange
and authentication procedures as defined in [2]. The general
order in which the related activities take place is:

1) Change of link key
2) Mutual authentication
3) Encryption key exchange
In Bluetooth networks, there is one master device, with the

clock of which the other devices synchronize. These other
devices are called slaves. The security protocols are always
performed only between the master and a slave but never
between two slaves. They are not symmetric and depend on
these roles, as we will see.

Mutual authentication and key exchange are mandatory
after link key renewal but they are allowed to happen at
any other time too. Link keys are discussed in Section III-A.
Section III-B explains how authentication works in Bluetooth
and Section III-C shows how encryption keys are agreed on.

A. Link Keys

Link key is a shared secret between the communicating
devices. In principle, there are four types of link keys:

• combination keys
• unit keys
• temporary keys2

• initialization keys
Unit keys are used by devices with limited memory re-

sources but their use is deprecated and they are ignored in this
discussion. Initialization keys are used when pairing devices.
The attack presented in Section IV assumes that the devices
have already been paired, so initialization keys neither are
interesting in this context.

Temporary keys are used in point-to-multipoint configura-
tions. As the name suggests, such configurations are usually
relatively short-lived. Applications may make the slaves use a

2In [2], keys of this type are called master keys, but this term is a bit
misleading. In specifications of some other wireless communications systems,
such as those of Wireless Local Area Networks [15], long-term link keys
(combination key equivalents) are called master keys.

common encryption key derived from this common temporary
link key to allow encryption of broadcast traffic. Note that
also unicast traffic is encrypted with the common key if a
temporary link key has been set up. After the master has
finished broadcasting that needs encryption, the slaves can be
told to fall back to the previous link keys.

In most cases, the link key is a combination key. According
to the specifications, combination keys are semi-permanent,
in the sense that they can be changed but typically have long
lifetimes. In fact, the specification suggests that combination
keys can be stored into non-volatile memory and used to
authenticate and generate encryption keys for future sessions.
So it is reasonable to assume that link keys do not change
very often in point-to-point configurations.

B. Authentication

Bluetooth uses a special algorithm named E1 to authenticate
other devices. It is based on the SAFER+ block cipher [16].
The inputs to E1 are:

• current link key
• device address of the claimant
• 128-bit challenge

The challenge is generated by the verifier and sent to the
claimant. Both parties run E1 and the claimant sends the
response to the verifier that checks whether the results match.
E1 produces also another result, which is called Authenticated
Ciphering Offset (ACO). This 96-bit value is used in key
exchange and is discussed in Section III-C.

Authentication always takes place for both directions after
the link key has been changed. Also the order is fixed: first
the master authenticates the slave and then vice versa. This
is also true when a temporary multipoint key is taken into
use. It is up to the application whether authentication is
performed at other times. These additional authentications do
not necessarily have to be mutual. In principle, authentication
can be performed arbitrarily many times and in arbitrary order
unless the application imposes some restrictions on that.

C. Encryption Key Exchange

E0 encryption keys are generated by an algorithm called E3,
which produces a 128-bit result. If the encryption key is to be
shorter than that, the key is shortened by a binary polynomial
modulo operation. The inputs to E3 are:

• current link key
• 128-bit random number
• Ciphering Offset number (COF)

The random number is generated by the master and is
supplied to the slave with the control message that requests
starting encryption. The last input, COF, takes one of the
following values:

• the device address of the master repeated twice, if the
link key is a temporary key, or

• ACO produced by the latest authentication, otherwise.
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IV. ACTIVE ATTACK ON STRONG ENCRYPTION

ALGORITHM

Let us now assume that a second alternative encryption
algorithm is inserted to the Bluetooth system. Then the support
for the original E0 algorithm will be maintained to ensure
backward compatibility. Hence, it is necessary to insert a
cipher negotiation mechanism to the Link Manager Protocol
(LMP) [2, Part C] so that the devices can agree on a common
algorithm. Moreover, it is natural to impose change of en-
cryption key after change of encryption algorithm to prevent
the same encryption key from being used with two different
algorithms.

We also make the following additional assumptions about
how the new feature is used in Bluetooth system. The as-
sumptions are realistic and in accordance with the current
specification.

1) The same E3 algorithm is used to generate the en-
cryption keys for all encryption algorithms. This is
reasonable, since most modern block ciphers, such as
AES, use 128-bit keys.

2) The application does not restrict the order of execution
of authentication procedures.

3) The link key is not changed often (i.e. it remains the
same throughout all sessions involved in the attack).

Finally, we make the general assumption that passive wire-
tapping and recording of Bluetooth communication as well
as active “Man-in-the-Middle” impersonation is possible in
Bluetooth. In particular, we assume that the attacker can
impersonate the master to a slave, and send control messages
to the slave. Note that we do not assume that the master can
adjust its clock as is required by Gauthier’s attack [17, Sect. 2].

We show that if these assumptions hold, then it is possible
for an active attacker to force a Bluetooth slave device to reuse
a previously used encryption key with an encryption algorithm
selected by the attacker. In this manner, a situation is created
where the attack of Barkan et al. works. This violates the
requirement that the different encryption algorithms must not
pose any threat to each other.

At first, in Section IV-A we consider a simple case involving
only combination-type link keys. In Section IV-B, we show
that under certain conditions this attack can be even easier
to perform. Section IV-C discusses whether the attack can be
extended to sessions containing encrypted point-to-multipoint
transmissions.

A. Basic Attack

In case of point-to-point configurations, which we are now
considering, the value of ACO is directly used as COF, the
input to the encryption key generation algorithm E3. If au-
thentication is performed for both parties, the ACO produced
by the latest authentication is used. Hence the factors that
determine the encryption key are:

• current link key
• master-supplied random number

• challenge supplied by the verifier of the last authentica-
tion

• device address of the claimant of the last authentication
The attack works as follows. At first, the attacker records

a session that is encrypted by using a strong algorithm. Prior
to that, he sees the master supply the last authentication chal-
lenge, observes the random number attached to the encryption
start request, and saves those messages.

Later, at a moment best suitable for him, the attacker
becomes active and impersonates the master to the slave. The
old link key is used, so there is no need for mutual authen-
tication. Now the attacker runs the negotiation procedure to
take the weak encryption algorithm into use. As explained
in the beginning of Section IV, a procedure to exchange a
new encryption key is performed. It may be possible to use
an existing ACO value, as discussed in the next subsection.
If a new ACO value is needed, the attacker requests the
slave to authenticate itself by sending the previously recorded
challenge, as allowed by assumption 2. Being unaware of the
real link key, the attacker of course cannot verify the response
of the slave, but the result is that the challenge he supplies
defines the same ACO, as before. Then the attacker initiates
encryption by replaying the random number it recorded from
the previous session. The resulting encryption key is identical
to the one of the session that the attacker recorded.

It is important to note that if the master is the verifier in
the last authentication, the encryption key solely depends on
values supplied by him.3 The slave has then no opportunity
to affect the key. This enables the attacker to set up the same
encryption key by replaying these values, since by assump-
tion 1 the same E3 algorithm is used with both encryption
algorithms. Now the attacker can try to recover the key by
using an attack on the weak algorithm, and then decrypt the
ciphertext created using the strong algorithm if he succeeds.

B. Using Existing ACO

A variation of the attack may be possible if the same ACO is
allowed to be used for several encryption key computations. If
the same ACO were used, COF would remain constant for long
periods of time, just like the link key. Then we are again in
the situation where the master is the only one who affects the
encryption key. The specifications do not forbid reusing ACOs.
In fact, they encourage using the same ACO for several key
computations in certain situations. When discussing mutual
authentication after a temporary key has been distributed, they
say [2, Part H, Sect. 3.2.8]:

The ACO values from the authentications shall not
replace the current ACO, as this ACO is needed to
(re)compute a ciphering key when the master falls
back to the previous (non-temporary) link key.

Therefore, it is highly probable that several implementations
do not require a fresh ACO for each encryption key derivation.

3Indeed, the encryption key depends on the current link key the attacker
does not know. But because of assumption 3, it is constant throughout the
attack and in that sense does not affect the encryption key. As regards to the
device address, the same holds.
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Attacking on such implementations necessitates only replaying
the random number input for E3, not the authentication
challenge, thus rendering assumption 2 unnecessary. It is not
even necessary for the attacker to know the last challenge, it is
required only that the replay takes place when the ACO value
is the same as in the recorded session.

C. Point-to-Multipoint Configurations

Let us assume that the application allows the master to
make the slaves switch to temporary link and encryption keys,
and the attacker has recorded a session that contains such
encrypted broadcast episodes. It is clear that the attacker is
able to recover such parts of the recorded session that were
encrypted using a point-to-point key, since he can replay
separately all authentications and key exchanges he has seen.
But could the attacker somehow recover broadcast encryption
keys too?

Before broadcast encryption can be started, a new temporary
link key is created and transmitted to the slaves, in encrypted
form of course. But as mutual authentication always occurs
after this, there is no way for the attacker to remain unde-
tected, since he does not know the new link key. [2, Part H,
Sect. 3.2.8]

However, there can be applications that constantly use the
temporary link key. In that case, the temporary key is never
relinquished and the attack works well, just like in the point-
to-point case. Note that in this case, the attacker need not know
the authentication challenge, but can send any plausible value,
since COF is derived from the master’s address.

D. Possible Counter-Measures

Assumption 3 stated that the link key is not changed often.
However, if the specifications dictated that the link key must
be changed regularly, that would offer some protection against
this replay attack. Replaying the challenge and the random
number would no longer yield the same encryption key, had
the link key been changed. Moreover, as mutual authentication
must always occur after change of link key, changing link keys
frequently would certainly offer protection against attacks of
this kind. Point-to-multipoint applications constantly switching
between combination and temporary group keys naturally use
this means of protection.

Another possibility to protect against replay attacks is
to make the slave always supply the last challenge. LMP
definition rules that the slave supplies the last challenge in
mutual authentication after the link key has been changed [2,
Part C, Sect. 4.2]. However, this does not by itself prevent the
master from initiating new authentication and key exchange
procedures immediately after that.

We made the assumption that after each negotiation of
encryption algorithm a new encryption key must be exchanged.
We assumed that in this process authentication is performed
only one way: master authenticates the slave. One might
think that requiring mutual authentication would be sufficient
to prevent the attacker from replaying an encryption key.
However, this is not the case. By impersonating the slave to

the real master, the attacker can forward the challenge to the
master and get the correct response which it forwards to the
slave.

We implicitly assumed that the attacker can freely select
the encryption algorithms in protocol negotiation phase. This
assumption is based on the fact that currently there is no other
integrity protection mechanism than encryption in Bluetooth,
and encryption cannot be used before the algorithm has been
agreed on. In theory, using message authentication codes based
on link keys to protect the negotiation would prevent this
attack. However, it would not prevent other types of encryption
key replay attacks, such as Gauthier’s attack mentioned in
Section I.

Another counter-measure that prevents the same encryption
key from being used for two different encryption algorithms
is to specify a new different E3 algorithm for each new
encryption algorithm. But again, other types of replay attacks
would not be neutralized.

V. CONCLUSION

In this paper we demonstrated that just introducing a second
stronger encryption algorithm is not sufficient to upgrade the
security level as desired. The root cause of the problem is that
it may be possible for a master device to replay authentication
and key exchange.

Four alternative approaches to protect against the attack
discussed in Section IV were proposed:

• The link key is changed frequently.
• Bluetooth application profiles mandate the slave to pro-

vide the last authentication challenge before encryption
key derivation and forbid using a single ACO to derive
several encryption keys.

• Encryption algorithm negotiation is authenticated.
• Different key derivation algorithms are specified for each

encryption algorithm.

The first is contradictory to the idea of link keys. According
to the specifications, combination keys are semi-permanent,
although changing them frequently would really increase se-
curity against active attacks. The second approach is neither
in line with the specifications, which tell the implementors to
store the ACO for future use. The specifications should rather
encourage avoiding ACO reuse under all circumstances.

The last two approaches would only thwart the attacks on
multiple encryption algorithms presented in this paper. The key
replay attack by Gauthier would still remain valid. But either
one of the first two counter-measures would also work against
that attack, and therefore are the recommended options.
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Abstract— When attackers gain access to enterprise or corporate
networks by compromising authorized users, computers, or
applications, the network and its resources can be used to
perform distributed and coordinated attacks against third party
networks, or even on computers on the network itself. We are
working on a decentralized scheme to share alerts in a secure
multicast infrastructure to detect and prevent these kind of
attacks. In this paper we present a collaborative framework
that performs coordinated attack prevention. The detection and
prevention process itself is done by a set of collaborative entities
that correlate and assemble the pieces of evidence scattered over
the different network resources. We also provide an example of
how our system can detect and prevent a coordinated attack to
demonstrate the practicability of the system.

Index Terms— Intrusion Detection Systems, Publish-Subscribe
Systems, Alert Correlation.

I. INTRODUCTION

Despite the advances in network security technology, such as
perimeter firewalls, authentication mechanisms and intrusion
detection systems, networked systems have never been more
vulnerable than today. The proliferation of Internet access to
every network device, the increased mobility of these devices,
and the introduction of network-enabled applications have
rendered traditional network-based security infrastructures vul-
nerable to a new generation of attacks. Generally, these attacks
start with an intrusion to some corporate network through a
vulnerable resource and then launching further actions on the
network itself or against third party networks. Once harmless
hosts and devices have been compromised, they will become
active parts in the deployment of new attacks against other
networks if the administrator in charge for these resources
cannot effectively disarm them.

The use of distributed and coordinated techniques in these
kind of attacks is getting more common among the attacker
community, since it opens the possibility to perform more
complex tasks, such as coordinated port scans, distributed
denial of service (DDoS), etc. These techniques are also useful
to make their detection more difficult and, normally, these
attacks will not be detected by solely considering information

from isolated sources of the network. Different events and
specific information must be gathered from all sources and
combined in order to identify the attack. Information such
as suspicious connections, initiation of processes, addition of
new files, sudden shifts in network traffic, etc., have to be
considered.

According to [7], we can define the term attack as a
combination of actions performed by a malicious adversary
to violate the security policy of a target computer system or a
network domain. Therefore, we can define the attack detection
process as the sequence of elementary actions that should
be performed in order to identify and respond to an attack.
An intrusion detection system (IDS) is the most important
component in performing this process. As mentioned in [10],
an IDS has to fulfill the requirements of accuracy (it must not
confuse a legitimate action with an intrusion), performance
(its performance must be enough to carry out real-time intru-
sion detection), completeness (it should not fail to detect an
intrusion), fault tolerance (the IDS must itself be resistant to
attacks) and scalability (it must be able to process the worst-
case number of events without dropping information).

In this paper, we present an intrusion detection system
which provides a decentralized solution to prevent the use of
network resources to perform coordinated attacks against third
party networks. Our system includes a set of cooperative enti-
ties (called prevention cells) which are lodged inside resources
of the network. These entities collaborate to detect when the
resources where they are lodged are becoming an active part
of a coordinated attack. The main difference between our
proposal and other related work is that each node that lodges
a prevention cell is expected to be the source of one of the
different steps of a coordinated attack, not its destination.

The rest of this paper is organized as follows. Section II
presents some related work on the detection of distributed
attacks. Our system is presented in Section III and its alert
correlation mechanism is introduced in Section IV. The uti-
lization of our system inside a real scenario is described in
Section V. Finally, conclusions and further work are placed in
the last section.
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II. RELATED WORK

Currently, there are a great number of publications related to
the design of systems that detect and prevent coordinated and
distributed attacks. The major part of them are designed as
centralized or hierarchical systems that usually present a set of
problems associated with the saturation of the service offered
by centralized or master domain analyzers.

As shown in [2], centralized systems, such as DIDS [22]
and NADIR [14], process their data in a central node despite
their distributed data collection. Thus, these schemes are
straightforward as they simply place the data at a central node
and perform the computation there. On the other hand, hierar-
chical approaches, such as GrIDS [23], Emerald [20], AAFID
[2] and NetSTAT [25], have a layered structure where data
is locally preprocessed and filtered. Although they mitigate
some weaknesses present at centralized schemes, they still
carry out bottleneck, scalability problems and fault tolerance
vulnerabilities at the root level.

In contrast to these traditional architectures, alternative
approaches such as Micael [9], IDA [1], Sparta [17] and
MAIDS [13], propose the use of mobile agent technology
to gather the pieces of evidence of an attack (which are
scattered over arbitrary locations). The idea of distributing
the detection process to different mobile agents has some
advantages regarding centralized and hierarchical approaches.
For example, these schemes keep the whole system load
relatively low and the consumption of the needed resources
takes place only where the agents are running. Furthermore,
agents are also able to react very quickly when an intrusion
has been discovered.

Mobile agent systems and mobile code may seem to be a
promising technology to implement decentralized architectures
for the detection of coordinated attacks, but the current sys-
tems present very simplistic designs and suffer from several
limitations. For instance, in most approaches the use of agent
technology and mobility is unnecessary and counterproductive.
According to [16], mobile agents are used in these designs
simply as data containers, a task that can be performed more
efficiently by using a simple message passing. Furthermore,
mobile agents introduce additional security risks and cause a
performance penalty without providing any clear advantage.
None of the proposals based on mobile agent technology
seem to have a definitive implementation or any industrial
application.

Some message passing designs, such as Quicksand [16] and
Indra [15], try to eliminate the need for dedicated elements
by introducing a message passing infrastructure. Instead of
having a central monitoring station to which all data has to be
forwarded, there are independent uniform working entities at
each host performing similar basic operations. In order to be
able to detect coordinated and distributed attacks, the different
entities have to collaborate on the intrusion detection activities
and cooperate to perform a decentralized correlation algorithm.
These architectures have the advantage that no single point of
failure or bottlenecks are inherent in their design.

III. PREVENTION CELLS SYSTEM

In this section we present the design of a system whose main
purpose is to detect and prevent coordinated attacks. By means
of a set of entities which will be lodged inside the network, the
system will prevent the use of network resources to perform
coordinated attacks against third party networks. The aim of
this system is not to detect incoming attacks against these
entities, but to detect when these nodes are the source of one
of the several steps of a coordinated attack and to avoid it.

The design of our system has two main goals. The first
one is to obtain a modular architecture composed of a set of
cooperative entities. These entities will collaborate to detect
when the resources where they are lodged are becoming an
active part of a coordinated attack against the network they
are located at, or against a third party network. Once an attack
has been detected, they must be able to prevent the use of
their associated resources to finally avoid their participation
on the detected attack. The second goal is to have a complete
uncoupled relationship between the different components that
are these cooperative entities. Having accomplished this, we
will be able to distribute these components according to the
needs of each resource we want to disarm.

The remainder of this section is organized as follows.
First, we present the essential features of the communication
architecture of this system and the model used to design it.
Then, we describe the elements that make up the different
nodes of this architecture.

A. Multicast Communication Architecture

To achieve the first design goal listed above, a multicast
architecture is proposed for the communication between the
cooperative entities. Through this multicast communication
architecture, each one of these entities, called prevention cells,
will exchange a set of cooperative messages to collaborate
in the decentralized detection process (Figure 1(a)). This
architecture must also provide security mechanisms to avoid
communication attacks and permit the identification of the
different components (like the security mechanisms of the
multicast infrastructure introduced in Section VI-D). To do
that, we propose the use of a publish-subscribe model.

According to [12], a publish-subscribe system consists of
brokers and clients that are connected to brokers. The brokers
themselves form the infrastructure used for the routing of
notifications. Clients can publish notifications and subscribe
to filters that are matched against the notifications passing
through the broker network. If a broker receives a new notifi-
cation it checks if there is a local client that has subscribed to
a filter this notification matches. If so, the message is delivered
to this client.

The key feature of this model is that components do not
know the name or even the existence, of listeners that receive
events that they publish. Some other advantages in using a
publish-subscribe model for our proposal are the easy imple-
mentation of the add and remove operations for components,
as much as the introduction of new kind of notifications, the
registration of new listeners, and the modification of the set
of publishers for a given type of notification.
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Fig. 1. Collaborative architecture based on prevention cells

B. Prevention Cells

Taking into account the advantages of the publish-subscribe
model discussed above, this model is also useful to achieve the
independence between components that we have announced as
the second goal. Thus, we also propose the use of the publish-
subscribe model for the relationship between the internal
elements of each prevention cell. By using this model, all
of them will be able to produce and consume messages on
a secure shared bus.

The internal elements of each prevention cell have been
proposed according to the basic components of any IDS,
that is, sensors, analyzers, managers, and response units. The
messages exchanged between these components are three:
events (between sensors and analyzers), alerts (between an-
alyzers and managers), and actions (between managers and
response units). These components, and the different messages
exchanged between them (Figure 1(b)), are described below:

� Sensors, that look for suspicious data on the host or over
the network where they are installed and publish this
information to a specific event scope (where associated
analyzers can subscribe). We propose the use of network
based sensors and host based sensors.

� Analyzers, that listen to the events published by sensors,
to perform a low level correlation process. Thus, these
components will consume events and produce local alerts
inside the prevention cell. After that, they will publish
these alerts at the corresponding scope (the local alert
scope).
We propose the use of misuse based analyzers, with a
priori knowledge of sequences and activities of different
attacks, and the use of anomaly based analyzers to

identify malicious activity comparing the events listened
against the representation of normal activities.

� Correlation manager, that listens for local and external
alerts on their specific scopes and uses the data consumed
against its associated coordinated attack scenarios. It will
perform a higher correlation process and will be involved
in the relative part of the correlation process explained in
Section IV. It is also responsible for publishing correlated
and assessment alerts.

� Database manager, that listens to all of the alert scopes
to consume all the alerts produced inside and outside the
prevention cell. It will store all these alerts on the local
database where it is installed.

� Cooperation manager, that listens for cooperative alerts
published outside the prevention cell where it is installed
and publishes external alerts inside the prevention cell.
Furthermore, it also subscribes to correlated alerts and
publishes cooperative alerts outside the prevention cell.

� Counter measure managers, that listen for assessment
alerts published by the correlation manager inside the
prevention cell. These managers will be responsible for
consuming the assessment alerts and transforming them
into the correct actions which will be sent to the associ-
ated response units.

� Response Units, that take actions produced by their as-
sociated counter measure manager to initiate them. Each
action is generated to prevent one of the different steps
of the detected coordinated attack, and will be performed
against the node where the prevention cell is installed.
We propose the use of network and host based response
units.
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IV. CORRELATION OF ALERTS

Correlating information held by multiple intrusion detection
systems is an approach that has been discussed in several
papers. However the goal aimed by those approaches are
different and need to be explained.

With the rise of cooperative or distributed intrusion detec-
tion frameworks, the problem of reasoning on information
coming from multiple sources spread across the monitored
system is very important. Correlating this information allows
to fulfill different goals, such as information redundancy and
scenario detection.

The notion of alert correlation as the process of aggregating
alerts related to the same event has been studied in [11],
[24], and [4]. They define a similarity relationship between
alert attributes to aggregate alerts. The second main approach
of alert correlation as the process of detecting scenarios of
alerts has been discussed in [19], [5], and [3]. In our proposal
we use the latter approach, introducing the notion of alert
correlation as the process of finding a set of alerts in the
stream of intrusion detection alerts organized into a scenario.
Our formalism is explained below.

A. Modelling Actions and Objectives

From the attacker point of view, the attack process can be
seen as a planning activity [5]. The intruder can have some
knowledge of the system he wants to attack, probably knowing
the vulnerabilities present or software and hardware used. If
the attacker has a limited knowledge about the targeted system,
he can try to gather information by executing actions such as
ports scans or using other vulnerability detection tools. Once
the attacker has sufficient knowledge of the system to attack,
he can define a set of reachable attack objectives.

From the point of view of the victim, those attack objectives
constitute a violation of the security policy. In order to reach
those attack objectives, the attacker select a set of actions
constituting one or multiple scenarios of actions. Finally, from
the detection point of view, we want to detect the coordinated
attack by constructing scenarios of alerts corresponding to the
scenarios of actions executed by the attacker. Hence, we have
to model the set of actions available for the attacker and the
set of attack objectives. Since we want to react to the detection
of ongoing scenarios, we have to model the set of available
counter measures.

We use the LAMBDA language [7] to model the actions
of the coordinated attacks. LAMBDA provides a logical and
generic description of actions, but we use it to model as well
the attack objectives and the counter measures. A LAMBDA
description of an action is composed mainly of the following
attributes:

� pre-condition: defines the state of the system needed in
order to achieve the action.

� post-condition: defines the state of the system after the
execution of the action.

Let us consider the modelling of the BIND Birthday Attack.
This coordinated attack tries to perform a DNS cache poison-
ing by sending a sufficient number of queries to a vulnerable
DNS server based on the BIND software, while sending an

equal number of false replies at the same time. A reason for
the generation of multiple queries for the same domain name
at the same time, could be an attacker trying to hit the needed
transaction ID to perform a DNS cache poisoning. Since the
transaction ID function is a pseudo-random function, we can
supply the brute-force birthday attack based on the birthday
paradox.

This attack will result in the storage of an illegal recursive
query using the coordination of three techniques. First, a DoS
attack to keep the authoritative DNS server from being able
to reply. Second, a flooding of queries to an ISP DNS server
asking for the IP address of the domain name to be hijacked.
And third, a second flooding with the same number of replies
formulated by spoofing the IP address of the authoritative DNS
server (this way it looks like if these replies were sent from the
legitimate nameserver). The attacker avoids the authoritative
reply by the first action (the denial of service). If the attack
is successful, the targeted ISP DNS will cache the spoofed
record for the time indicated in the TTL section of the reply.
At this point, the attack is over, but the effect persists for the
time the ISP holds the phony record in its nameserver cache.
The victim at the ISP is exposed to the spoofed information
any time it makes a query for the domain name in question.
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Fig. 2. Modelling the BIND Birthday Attack objective and actions

Figure 2 presents the models for each action that composes
the BIND Birthday Attack scenario represented using the
LAMBDA language. We also model the attack objective for
this scenario as a condition on the system state.

B. Detecting Scenarios

In order to detect the coordinated attack scenario, we use the
notion of correlation as the process of finding a set of alerts
into the stream of alerts organized into a scenario. To do that,
the correlation engine will perform action correlation and alert
correlation:

� Action Correlation - Two actions D and E are correlated
when the realization of D has a positive influence on
the realization of E (given that D occurred before E ).
More formally, if FHG/I�J�K�DML is the set of post-conditions
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of action D and F���� K�E L is the set of pre-conditions of
action E , we say that D and E are directly correlated if
the following conditions are satisfied:

��� ! and
���

such that:

– K � !
	 FHG/I>J�K�DML�� ��� 	 F
��� K�E L�L or K��<G8J�K � ! L 	
FCG/I�J�K�D L����<G8J�K ��� L 	 F
��� K�E L L

–
� ! and

���
are unifiable through a most general

unifier � .

Similarly we define the notion of correlation between an
action and an attack objective. In this case we correlate
the post-condition of an action and the state condition
of an objective. The attack objective is modelled as a
condition on the system state (Figure 2).

� Alert Correlation - Once all the actions available for the
attacker have been modeled, we can generate the set of
unifiers between all the actions. This generation is done
off-line. When an alert is received, we have to bind this
alert to an action model and then check for an unifier
between the new alert and the already received alerts.

This set of unifiers is also used to anticipate the possible
actions we may see after having observed the beginning
of a scenario. Those hypothetic observations are called
virtual actions.

C. Reacting on Detected Scenarios

Detecting the coordinated attack scenario is interesting but
it does not prevent the attacker from reaching his objective.
Therefore, we need a mechanism to be able to decide when to
execute a counter measure once the scenario has been partially
observed and that the next expected action can be blocked
through an anti-correlated action:

� Anti-correlation - Two actions D and E are anti-
correlated when the realization of D has a negative
influence on the realization of E (given that D occurred
before E ). More formally, if FCG/I�J�K�D L is the set of
post-conditions of action D and F
��� K�E L is the set of
pre-conditions of action E , we say that D and E are
directly anti-correlated if the following conditions are
satisfied:

��� ! and
���

such that:

– K��<G8J�K � ! L 	 FCG/I�J�K�DML�� � � 	 F
��� K�E L�L or K � ! 	
FCG/I�J�K�D L����<G8J�K � � L 	 F
��� K�E L L

–
� ! and

� �
are unifiable through a most general

unifier � .

From the modelling point of view, the models for counter
measures are not different from the ones representing the set of
actions available for the intruder. Actually, a counter measure
is an action � anti-correlated with another action D , i.e, one
of the predicates in its post-condition is correlated with the
negation of one predicate in the pre-condition of action D .
This mechanism is provided by the correlation engine through
the use of the hypothesis generation mechanism [3]. Each time

a new alert is received, the correlation engine finds a set of
action models that can be correlated in order to form a scenario
leading to an attack objective. This set of hypothesis is then
instantiated into a set of virtual alerts. The correlation engine
then looks for actions models that can be anti-correlated with
the virtual actions. This set of anti-correlated actions becomes
the set of counter measures available for the hypothesis
represented by the partially observed scenario.
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Fig. 3. Modelling the BIND Birthday Attack counter measures

Figure 3 presents the models for each action representing the
available counter measures for the BIND Birthday Attack sce-
nario. The predicate �<G8J�K�������� - G�� - I���� ��!�"#� K%$�&.L�L in the post-
condition of action '��(� G - ������� - G�� - I������)!�"#� K�D+*,$�&-*.� � L is anti-
correlated with the predicate ������� - G�� - I������)!�"#� K%$�&�L . Similarly,
the predicate �<G8J�K#I FHG3G��/� � - "�G ���(� ".J�!�G �6K�D+*,$0&�*,$21�L�L of action354 G�"76 - I FHG3G��/� � - "�G ���(� ".J�!�G �6K�D+*,$0&-*,$21�L is anti-correlated with
the predicate I FHG3G��/� � - "�G ���(� ".J�!�G �6K�D+*,$0& *,$21�L of attack ob-
jective ! 4%4 �-8:9 4 - ����"#'��/I-!;�)� - < '=��� � K%$0&#*,>?*A@�B L .

V. PREVENTING THE BIND BIRTHDAY ATTACK

In this section we will discuss the prevention of the BIND
Birthday Attack scenario introduced above by using the pre-
vention cells system presented in this paper. This attack is
a good example to demonstrate how the components of our
architecture handle a possible coordinated attack.

The correlation and anti-correlation graph [6] for this co-
ordinated attack is shown in Figure 4(a). In the first step
of this model, A (the agent that performs the whole attack)
floods a given host $C1 . In the second step, A sends a flood
of DNS queries to host $�& to achieve, that the server process
on this host will launch a recursive query to discover the IP
address associated to the name > . Then, A starts flooding false
recursive replies spoofing the IP address of $01 . Since $C1 is
in a mute state, $0& will never receive the authoritative reply.
If one of the false replies has succeeded, $D& will store the
faked information in its cache.

The model of Figure 4(a) proposes two counter measures
to prevent the coordinated attack. First, as soon as the host
which is performing the SYN flooding DoS against $01 would
detect it, it will neutralize the attack by sending the same
number of RST TCP packets to $ 1 as SYN TCP packets
having received. Second, as soon as the host where the third
action (the flooding of spoofed replies to $ & ) is detected, it
will block these spoofed connections.

To show how the components of our architecture would
handle the coordinated attack model described in Figure 4(a),
we consider the sequence of alerts described in Figure 4(b). We
assume that an attacker targeting the network victim.org
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(a) Correlation graph for the BIND Birthday Attack
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Fig. 4. Preventing the BIND Birthday Attack by using the prevention cells system

will use resources from another corporate network to perform
the coordinated attack. This corporate network is protected
with our prevention cells system. The different parts of the
attack are detected by three protection cells, named pcell1,
pcell2, and pcell3 (see Figure 4(b)). For each prevention
cell we show the most relevant IDMEF compliant alerts [8]
published and consumed by components of the cell. We have
simplified quite a lot the information and format of each
alert for clarity reasons. For the same reason we assume the
correlation and anti-correlation graph for the BIND Birthday
Attack is not stored in the attack scenario database of the other
prevention cells. Each alert is denoted with ordered identifiers
J ) , which correspond to the DetectionTime field of the IDMEF
alert format.

The first indication of the attack is detected by sensors from
pcell1. The sensors detect the SYN flooding DoS and generate
the local alert JA& . This alert is received by the correlation
engine of the cell, which in turn generates the assessment
alert J.1 informing that the DoS needs to be neutralized. The
assessment alert is observed by the counter measure manager
of the prevention cell, which will signal a response unit to
block the DoS. Then, by means of the cooperative manager,
the prevention cell will send the cooperation alert J�� to the
other prevention cells of the system. This alert is received by
the other prevention cells as an external alert notifying that a
SYN flooding DoS attack against n1.victim.org has been
detected and prevented in pcell1.

At this point, the prevention cell pcell1 has prevented the
DoS attack against the host n1.victim.org, which is the
first step of the illegal recursive DNS query scenario. Never-
theless, we cannot ensure that the whole attack is frustrated.
It is reasonable to assume that the attacker will try to use
another resource not covered by the prevention cells system to
commit the final attack. Thus, it is important to try to detect
all the steps of the attack and to be able to correlate them
in order to identify the whole attack. The next step of the
attack, a flooding of DNS queries against n2.victim.org,
is detected by sensors of pcell2 that publish it as the local
alert J�� . The correlation manager of pcell2 consumes the alert
and produces a corresponding cooperative alert J�� . This alert
is sent to the other prevention cells, making them aware that
the flooding or DNS queries has been detected in pcell2.

Finally, the coordinated attack detection will be completed
when the attacker tries the flooding of spoofed replies on the
target system (n2.victim.org) from the host that lodges
the prevention cell pcell3. The sensors from pcell3 detect this
flooding and produce the local alerts J�� and J�� . These alerts,
together with the external alerts J�� and J � , are correlated by
the correlation engine of pcell3, resulting in the detection of
the coordinated illegal recursive DNS query. This detection
step will produce the assessment alert J�� to block the flooding
of spoofed connections. Furthermore, it also involves the
production of the cooperative alert J�	 to notify the system that
the illegal recursive DNS query scenario has been detected.
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VI. CURRENT DEVELOPMENT

This section presents a brief overview of an implementation
of our prevention system and that deploys all the basic
components proposed in this paper. This platform has been
developed for GNU/Linux systems in C and C++. Our im-
plementation has been tested on different versions of Linux
2.4.x series and on the versions 2.9.x and 3.x of GNU’s gcc
compiler. The combination of free high-quality documentation,
development and network solutions provided by GNU/Linux
operating systems eased the analysis of requirements and the
development of this platform. Below, we introduce the main
components of our prototype.

A. Sensors and Response Units

Our prototype started with the design and implementation of a
set of sensors and response units embedded in the Linux 2.4.x
series as kernel modules. Even though, third party sensors
and third party response units could easily be integrated in
our platform. The implementation of the network sensors and
response units is based on the netfilter subsystem, a framework
for packet manipulation that enables packet filtering, network
address translation and other packet mangling on Linux 2.4.x
and upper series.

At this time, we have developed the following network
based sensors and response units: a sensor to detect stealth
scanning (syns s), a sensor to detect IP spoofing (spoof s), a
sensor to detect buffer overflows on the packet payload (bof s),
a sensor to detect TCP connection establishments that will
be used to infer connection chains (conn s), three sensors to
detect denial of service (DoS) attacks based on SYN, UDP
and ICMP flooding (sflood s, uflood s, iflood s) and, finally, a
response unit capable of producing packet filtering (pfilter ru).

The implementation of the host sensors is based on the
interception of some system calls with the purpose of obtaining
useful information in the search process of illicit or suspicious
activities. On the other hand, the implementation of the host
based response units uses the same idea to provide the needed
mechanisms to prevent the associated action related with the
step of the attack to avoid. We have finished the development
of a sensor to monitor the execution of programs (execve s),
a sensor to detect which processes want to be finished (kill s)
and a response unit able to kill and protect host processes
(kill ru).

B. Communication of Events and Actions

The sensors provide the events to each prevention cell an-
alyzer. On the other hand, the counter measure manager of
each prevention cell provides the actions to the response units.
As we already mentioned, sensors and response units work in
kernel space. The complexity of these components and the
limitation that supposes to work in a kernel scope entails
to design them as daemon processes in user space. Thus, a
specific communication mechanism between kernel space and
user space is needed.

Among the diverse alternatives for performing the com-
munication between kernel space and user space, we have

chosen the netlink sockets to bind the proposed sensors and re-
sponse units with the analyzers and counter measure managers.
Netlink sockets is a Linux specific mechanism that provides
connectionless and asynchronous bidirectional communication
links. Although the use of netlink sockets has been designed
with focus on implementing protocols based on IP services,
this mechanism can also be used as a standard interface to
perform communication between kernel modules and user
space processes. Netlink sockets allows us to use the well
known primitives from the socket treatment, providing us
transparency with the buffering mechanisms.

C. Analyzers and Managers

Both the implementation of the analyzer and the counter
measure components, as well as the other managers of each
prevention cell, are based on a plug-in mechanism to facilitate
the development and the maintenance of the different features
that these components will offer. Thus, through the use of
Netlink sockets, both the event watcher analyzer and the
counter measure manager will consume and produce infor-
mation.

To generate this information or to manage it, different plug-
ins will be enabled or disabled. Some of these plug-ins will
be launched in a multi-threading fashion. The event watcher
analyzer, for example, will launch the different plug-ins to
handle the events received from the sensors using this multi-
threading mechanism. This way, it is possible to parallelize
the gathering of the different events produced by the set
of sensors. Other plug-ins, such as the one responsible for
sending actions to the response units, the one responsible for
managing external alerts and transform them to internal alerts,
etc. will not need the use of this multi-threading mechanism
to perform its work.

D. Communication of Alerts

The communication between the analyzers and managers,
inside each prevention cell as well as between the other
prevention cells of our architecture, is performed by using
the Elvin publish-subscribe system [21]. Elvin is a network
communication product that provides a simple, flexible and
secure communication infrastructure. To be able to use the
infrastructure offered by the Elvin publish-subscribe system,
both, the analyzers and the managers of our implementation,
have been developed using libelvin and e4xx, two portable C
and C++ libraries for the Elvin client protocol. Additionally,
each host with a prevention cell lodged inside will run an Elvin
server to route all the alerts published inside each prevention
cell.

Finally, to share the cooperative alerts produced by the
different prevention cells in a secure multicast fashion, we
use the federation and reliable local-area multicast protocol
provided by Elvin and other interesting features offered by this
publish-subscribe system, such as fail-over and cryptographic
settings. By using SSL at the transport layer we guarantee
confidentiality, integrity and authenticity of the cooperative
alerts communicated between each prevention cell.
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VII. CONCLUSIONS AND FURTHER WORK

We have presented in this paper a decentralized solution for
the detection and prevention of distributed and coordinated
attacks from network resources. This system uses a secure
multicast communication between different entities to avoid
their participation in a coordinated attack against third party
networks or even the local network. We have also outlined
how our system can detect and prevent the BIND Birthday
Attack, exploiting the distribution and coordination of the
system components. Then, we have briefly discussed the
implementation of a platform, which has been developed and
which implements the major part of the components of the
architecture previously proposed for GNU/Linux systems. Al-
though the detection and reaction components of this platform
(sensors and response units implemented as Linux modules)
are at this time developed only for Linux 2.4, we plan to
upgrade them to Linux 2.6.

As a further work, we are evaluating the possibility to incor-
porate the formal data model proposed in [18] in our approach.
We are also making a more in-depth study of the IDMEF
format [8] to solve unnecessary duplicated calculus inside each
prevention cell. Finally, we will incorporate intrusion tolerant
mechanisms to make our system more reliable when the host
that lodges a prevention cell is infected.
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[5] F. Cuppens, F. Autrel, A. Miège, and S. Benferhat. Recognizing mali-
cious intention in an intrusion detection process. In Second International
Conference on Hybrid Intelligent Systems (HIS’2002), pages 806–817,
Santiago, Chile, October 2002.

[6] F. Cuppens, S. Gombault, and T. Sans. Selecting appropriate counter-
measures in an intrusion detection framework. In Proceedings of
17th IEEE Computer Security Foundations Workshop, Asilomar, Pacific
Grove, CA, June 2004.

[7] F. Cuppens and R. Ortalo. LAMBDA: A language to model a database
for detection of attacks. In Third International Workshop on the Recent
Advances in Intrusion Detection (RAID’2000), Toulouse, France, 2000.

[8] D. Curry, H. Debar, and B. Feinstein. Intrusion detection message
exchange format data model and extensible markup language (xml)
document type definition. Internet draft, January 2004.

[9] J. D. de Queiroz, L. F. R. da Costa Carmo, and L. Pirmez. Micael: An
autonomous mobile agent system to protect new generation networked
applications. In 2nd Annual Workshop on Recent Advances in Intrusion
Detection, Purdue, IN, USA, September 1999.

[10] H. Debar, M. Dacier, and A. Wespi. Towards a Taxonomy of Intrusion
Detection Systems. Computer Networks, 1999.

[11] H. Debar and A. Wespi. Aggregation and Correlation of Intrusion-
Detection Alerts. In Fourth International Workshop on the Recent
Advances in Intrusion Detection (RAID’2001), Davis, USA, October
2001.

[12] D. Garlan, S. Khersonsky, and J. S. Kim. Model checking publish-
subscribe systems. In Proceedings of the 10th International SPIN
Workshop, Portland, Oregon, USA, May, 2003.

[13] G. Helmer, J. Wong, M. Slagell, V. Honavar, L. Miller, R. Lutz, and
Y. Wang. Software fault tree and colored petri net based specification,
design and implementation of agent-based intrusion detection systems.,
2002. Submitted to IEEE Transaction of Software Engineering.

[14] J. Hochberg, K. Jackson, C. Stallins, J. F. McClary, D. DuBois, and
J. Ford. NADIR: An automated system for detecting network intrusion
and misuse. In Computer and Security, volume 12(3), pages 235–248.
May 1993.

[15] R. Janakiraman, M. Waldvogel, and Q. Zhang. Indra: A peer-to-peer
approach to network intrusion detection and prevention. In Proceedings
of IEEE WETICE 2003, Austria, June 2003.

[16] C. Kruegel. Network Alertness - Towards an adaptive, collaborating
Intrusion Detection System. PhD thesis, Technical University of Vienna,
June 2002.

[17] C. Kruegel and T. Toth. Flexible, mobile agent based intrusion detection
for dynamic networks. In European Wireless, Italy, February 2002.
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Abstract— This paper describes and analyzes a new mechanism
to mitigate flooding Denial of Service (DoS) attacks against
the Domain Name System (DNS). This mechanism is based on
increasing the Time To Live (TTL) value of end-host IP addresses
(DNS A records) when a name server is being overloaded with
DoS attack traffic. This mechanism is most suitable for popular
name servers providing authoritative DNS A records with short
TTL values. According to the simulation results, both the average
delay and the percentage of failed DNS lookups decrease clearly
during a flooding DoS attack. For example, increasing the TTL
of DNS A records from 10 minutes to 2 hours decreases the
average percentage of failed DNS lookups from 16% to less than
3%, when 90% of the DNS requests are lost due to a DoS attack.

Index Terms— Network Security, Denial of Service, Domain
Name System, Time To Live.

I. I NTRODUCTION

The Domain Name System (DNS) represents an effective
target for Denial of Service (DoS) attacks [1]. In a flooding
DoS attack [2][3] a continuous flow of valid-looking DNS
requests overloads a network link, a router, a firewall, or
a name server. As a result, a legitimate DNS request has
problems in reaching a name server and getting an answer.
By disabling part of the DNS an attacker is able to prevent or
delay access to many services in the Internet. Users typically
have only the textual name of a server they are trying to
connect to. If the DNS is not available for mapping a textual
host name to a numerical IP address, the corresponding server
cannot be contacted regardless of the availability of this server.
A numerical IP address is always required before it is possible
to create a connection to a server.

The objective of this paper is to study how flooding DoS
attacks against name servers can be mitigated by modifying the
Time To Live (TTL) value of IP addresses (DNS A records).
This is an important subject due to the necessary role of DNS
in accessing services, due to the prevalence of flooding DoS
attacks against name servers [4][5][6], and due to the lack of
effective defense mechanisms against these attacks.

The scope of this paper is limited to those name servers
providing a final DNS A record (IP address) for a DNS
lookup. These name servers are typically the responsibility
of the owner of the correspondingzone([7], p. 21). A zone
is a non-overlapping part of the DNS. In February, 2003,
approximately 68% of the zones in thecom.-domain were
found to be misconfigured [8]. Thus, the level of expertise
in operating these name servers is not always high, and a

flooding DoS attack against them can easily be successful.
Root and Top Level Domain (TLD) name servers, on the other
hand, have proved to be very resistant against flooding DoS
attacks [9] due to required overprovisioning [10], so they are
not considered in this paper.

The main contribution of this paper is to analyze how
the total DNS lookup delay and the percentage of failed
DNS lookups change when the TTL value of a DNS A
record is modified during a flooding DoS attack. The research
methodology is based on simulations with the ns-2 network
simulator. As another contribution this paper suggests the
dynamic TTL mechanismto mitigate flooding DoS attacks
against name servers of a zone. This mechanism is based on
increasing the TTL value of a DNS A record during a flooding
DoS attack. The main goal is to increase the cache hit rate
at local name servers which reduces the amount of legitimate
DNS requests at an overloaded name server. Simulation results
show that the mechanism is able to reduce both the average
delay associated with the DNS lookup and the amount of
completely failed DNS lookups.

At the moment there are no effective defense mechanisms
that an organization could use to mitigate flooding DoS attacks
against its name servers. Name servers can prevent DNS
queries from specific source addresses, but for public services
this kind of prevention is not possible. Ingress and egress
filtering have been suggested for mitigating flooding DoS at-
tacks using spoofed source IP addresses [4], but these defense
mechanisms require extensive deployment in the Internet.

The effect of the length of the TTL on the DNS performance
has been studied in [11], in which it was found that the client
latency is not as dependent on the use of long TTL values for
DNS A records as is commonly believed.

DNS-based load balancing [11][12] and DoS attack re-
sistance require opposite kind of changes to TTL values.
This problem manifests itself only during DoS attacks when
accurate load balancing must be traded off for the increased
availability of a service.

The rest of this paper is structured in the following way.
First this paper gives an overview about the operation of the
DNS. Then, the dynamic TTL mechanism is described. The
next section describes the simulator used to validate the idea.
After that the simulation results are shown and explained. The
final section concludes the paper.
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II. A N OVERVIEW ABOUT THE DNS

The Domain Name System (DNS) is used to map do-
main names in the domain name space into resource records
[13][14]. A typical example is to map a textual host name
(domain name) into a numerical IP address (type A record).

Thedomain name spaceis represented as a tree where every
node is associated with alabel. The domain name tree has one
leaf node for every end-host accessible from the public Internet
(one leaf per end-host name). The internal nodes of the domain
name tree reflect hierarchical network domains managed by
different organizations. Adomain nameof a node of the tree
is written as a sequence of labels from this node towards the
root of the tree (e.g.www.e-service.com.). If a domain name
ends with a dot, it is called aFully Qualified Domain Name
(FQDN) which is an absolute and unambiguous name. The
last dot in an FQDN marks the root node, i.e. the root node
has a null-label.

The DNS is implemented as a distributed data base, where
different name serversare authoritative (responsible) for
different non-overlappingzones(parts) of the domain name
tree. For reliability and performance reasons there are several
redundant name servers providing information about a zone.

In the DNS each domain name can be associated with
different types of information calledresource records. From
this paper’s point of view the most important resource record
types arehost address records(A records) andauthoritative
name server records(NS records). An A record contains a
numerical IP address, and an NS record contains a reference
to another name server having more detailed information about
a domain name to be mapped.

The whole process of translating a domain name into
a resource record is called aname resolutionor a DNS
lookup. A DNS lookup may require several DNSrequestsand
DNS responsesto be sent. The response messages are either
referrals or answers. A referral contains a list of those name
servers having more accurate information. An answer contains
the final information requested by an end-host. Naturally a
DNS response may indicate an error, like for a non-existent
domain name. The result of a complete DNS lookup can be a
success (the requested resource record returned), a failure (the
requested information not found), or a timeout (no answer
within a specified time).

Any name server may cache all received resource records
for a period of time defined by theTime To Live(TTL) field
of a resource record. The TTL is expressed as seconds. The
use of caches enhances the performance of DNS.

Without caches every DNS lookup must involve a DNS
request to one of the 13root name servers(identified by
lettersA to M). In case of a target domain name likewww.e-
commerce.com., a root name server would return referrals to
the generic Top Level Domain(gTLD) name servers (iden-
tified by lettersA to M) providing authoritative information
about thecom.-domain. A gTLD name server would in turn
return referrals to the name servers of thee-commerce.com.-
subdomain. One of these name servers will then provide the
final answer. All these three DNS responses can be stored in
caches.

The NS records for the root of the domain name space (IP
addresses of the root name servers) are permanently configured
into each name server. This guarantees that every name server
knows the root of the domain name tree.

A name server can beiterative or recursive. An iterative
name server never sends further DNS requests to other name
servers. It simply responds with a referral if it does not know
the final answer. A recursive name server will always return
the final answer. A recursive name server must typically send
DNS requests to several name servers to gradually get closer
to the final authoritative answer.

Each end-host must have aresolver to access information
in the DNS. A resolver is typically implemented as a stub
resolver which is simply configured with the IP addresses of
the the local name servers. Local name servers are recursive
and use caches to enhance the DNS performance.

A simple DNS scenario is shown in Fig. 1, which includes a
resolver, a set of local name servers, a set of root name servers,
a set of gTLD name servers, and a set of name servers in the
subdomain of the WWW server. Only local name servers are
recursive. All other name servers are expected to be iterative.
In this example scenario it does not matter, how many servers
there are in any specific name server set. Messages are sent
to and handled by one name server in the set. The exact name
server can be selected randomly, according to the shortest
Round-Trip Time (RTT), etc.

www.e−service.com.
WWW server

e−service.com.
the subdomain

Subdomain

with a
stub resolver

WWW client

1)

5)

8)
7)

gTLD name servers
for domain

Root name servers

com.

3) 4)2)

e−service.com.

Local name servers

Name servers for
9)

6)

Fig. 1. An example of a DNS lookup.

In the example scenario of Fig. 1 a WWW client wants to
connect to the WWW serverwww.e-service.com.The client
does not know the IP address of this WWW server so it must
use the resolver to send a DNS request to a local name server
(message number 1).

The local name server tries to find the following resource
records in the following order from the local cache ([13], p.
34): an A record for thewww.e-service.com.-host, NS records
for e-service.com.-subdomain, NS records forcom.-domain
and finally the NS records for the root name servers. The
first record found defines how the local name server continues.
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Either it returns the answer immediately or contacts the closest
name server known. The NS records for the root name servers
are guaranteed to be found from any cache due to permanent
caching of these records from a pre-defined configuration file
(hint file).

In this example scenario it is expected that initially the cache
contains only the NS records for the root name servers. The
local name server must query a root name server (message
numbers 2 and 3), a gTLD name server (message numbers
4 and 5) and finally a name server in the subdomain of
the WWW server (messages 6 and 7). Messages 7 and 8
include the A record for the WWW server. All DNS responses
are cached by the local name server. At the end the WWW
client can contact the WWW server by using the numerical IP
address in the received DNS answer (message 9).

It should be noted that caching of DNS information is done
in other places also. For example, browsers and Java have their
own caches. The effect of these kind of separate caches is not
included in this paper.

III. T HE DYNAMIC TTL M ECHANISM

This section describes the dynamic TTL mechanism which
mitigates flooding DoS attacks against name servers. As a
reaction mechanism [15] it is used after a DoS attack is
detected manually or automatically (e.g. by inspecting log files
or by measuring DNS performance from a remote site). The
detection mechanism, however, is not the subject of this paper.

The dynamic TTL mechanism is based on using two differ-
ent TTL values for each A record: a lower value for normal
operation (default TTL) and a higher value during a detected
DoS attack (TTL during attack).

A longer TTL value makes it possible to have higher cache
hit rates at remote name servers. When the IP address of a
destination host is found from the cache, the overloaded name
servers need not be contacted. If the attack is targeted only at
the name servers, the final destination can be contacted without
problems.

The dynamic TTL mechanism is supposed to be used for
A records. NS records are fairly static, and they have a much
longer average TTL value (up to several days) than A records.

A major benefit of the dynamic TTL mechanism is that it is
easy to implement and does not depend on any third parties.
Only local operations are required to mitigate an attack and
increase the availability of local services to the public Internet.

IV. T HE DNS SIMULATOR

The effect of dynamic TTL values in mitigating DoS attacks
against name servers was simulated with an OTcl program
under the ns-2 network simulator. The setup of client groups,
WWW servers, and name servers is shown in Fig. 2. The
simulator implements all the basic DNS functions as described
earlier in this paper.

A. Clients, WWW Servers and Name Servers

In the simulator there are 200 independent groups of clients.
Each client group would reflect, for example, the users of
an organization or the customers of a small Internet Service

Subdomain 1000Subdomain 1

The WWW

5)

client groups
200 independent

Local name server

group 200
Client

Local name server

6)

1)

3)

servers for
for subdomain 1000
Group of name servers

subdomains
separate

1000 subdomain 1000
server in
The WWW

for client group 200for client group 1

subdomain 1
server in

Group of name

Attacker

subdomain 1

Client

root name servers
The group of 13
gTLD name servers

The group of 13

2)

group 1

4)

Fig. 2. The simulator setup. 200 independent client groups initiate DNS
lookups for 1000 different WWW servers each in a separate subdomain. The
WWW servers are ordered according to their Zipf-like popularity, the WWW
server in subdomain 1 being the most popular. A flooding DoS attack is
targeted against the name servers of subdomain 1 which is using the dynamic
TTL mechanism.

Provider (ISP). Each client group is expected to have one local
caching name server. The exact nature of the arrival process
of DNS requests at a local name server is not known. Here it
is expected that each client group is initiating DNS lookups to
the local name server with an exponentially distributed inter-
arrival time. Two different average values for the exponentially
distributed inter-arrival times were used in the simulations:
120 and 7200 seconds. This makes it possible to study the
approximate effect of inter-arrival time on the usefulness of
the dynamic TTL mechanism.

The client groups are trying to resolve the name of a
server, which is here expected to provide WWW services in
a subdomain under thecom.-or net.-domains. The number of
WWW servers is 1000, each located in a different subdomain.
There are thus 1000 different server subdomains with their
own name servers. WWW servers and their corresponding
subdomains are identified by their number from 1 to 1000.
Each client group chooses the number of the destination
WWW server from a Zipf-like distribution, with the parameter
α = 0.8. In one study the distribution of web requests was
found to be Zipf-like with the value ofα being approximately
0.8 [16]. This kind of a distribution means that the WWW
server in subdomain 1 is the most popular site, and the WWW
server in subdomain 1000 is the least popular site [17].

Each client contains a stub resolver (see [7], p. 26), which
is configured to always contact a single local name server.
There is one local recursive name server for every client group.
Every local name server saves any received resource record in
its cache for the duration of the TTL.

Each WWW server subdomain is expected to have a set
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of four name servers providing authoritative resource records
for the subdomain. The number of these name servers has an
effect on the retransmission schedule. Namely, a local name
server retransmits in a round-robin fashion to every member
of a name server group with an initial timeout length of two
seconds ([18], and [7], p. 109).

B. TTL Values

In January, 2004, all root name servers used a TTL value
of 172800 seconds (2 days) for the NS records of gTLD name
servers. At the same time the gTLD name servers also used a
TTL value of 172800 seconds (2 days) for the NS records of
subdomain name servers. These TTL values were used in the
simulator.

The IP addresses of WWW servers (the final end hosts) use
a default TTL of 600 seconds (10 minutes). In one study it was
found that the median TTL of A records was approximately
15 minutes when measured from a TTL distribution weighted
by access counts [11]. Due to the tendency to use shorter TTL
values for A records, the simulator uses 600 seconds as the
TTL value for A records.

The dynamic TTL mechanism uses another higher TTL
value during DoS attacks. A TTL value of 7200 seconds
(2 hours) was chosen for this purpose. This temporary TTL
should be in the order of the expected attack length.

C. Delay Distribution for Request-Response Times

The delay between the transmission of a DNS request and
the reception of the corresponding response (request-response
time) is expected to be normally distributed with a mean
value of 92 milliseconds and a standard deviation of 15
milliseconds. In one study [19] it was found that generally
no single distribution appears to give a consistently good fit
to measured delays of real DNS traffic. A normal distribution
with the above mentioned parameter values was found to
match reasonably well the request-response times of the L
root name server during one measurement period.

The simulator does not take into account the transmission
delays between the resolver and the local name server.

D. Flooding DoS Attack

The victims of the DoS attack are the four name servers of
the most popular WWW server subdomain having the number
1 in the Zipf-like distribution. The attacker is expected to
flood all these name servers with excess traffic, like DNS,
ICMP, UDP, or TCP SYN messages. All four name servers
of the victim subdomain 1 are attacked in the same way. All
remaining name servers (name servers for subdomains 2–1000,
root name servers, gTLD name servers) experience no packet-
loss and respond always to every DNS request.

The DoSattack intensityis defined to be the percentage of
lost incoming DNS requests due to the excessive load. For
example, only 10% of the DNS requests will be responded, if
the attack intensity is 90%.

Random packet-loss typically found in networks is not
included in the simulator.

E. Retransmission of Lost DNS Requests

During a flooding DoS attack, only the name servers for sub-
domain 1 will experience packet-loss. The simulator software
includes support for the retransmission of lost DNS requests
both at resolvers and local name servers.

The DNS resolver in a client is expected to have a
retransmission mechanism similar to the Berkeley Internet
Name Domain (BIND) resolver, version 8.2.1 or later ([7],
p. 110). The resolver will retransmit only once after a timeout
of 5 seconds. If the retransmission is not answered within
10 seconds, the resolver will return an error to the calling
software. A resolver will thus spend a maximum of 15 seconds
for a DNS lookup.

Local name servers in the simulator have a similar retrans-
mission mechanism as in BIND version 9.2.3 with the fol-
lowing exceptions: Round-Trip Time (RTT) is not calculated
and the set of redundant name servers are cycled through only
twice. The timeout length is always 2 seconds during these two
cycles. A local name server will cease retransmitting after 7
trials.

V. RESULTS OF THESIMULATIONS

The goal of the simulations is to see how the DNS perfor-
mance depends on the TTL value of DNS A records during a
flooding DoS attack. The simulator provides information about
the delay of successful DNS lookups and the proportion of
completely failed DNS lookups.

The relevant parameter values in the simulations are the
following:

• the length of one simulation is 1 000 000 seconds,
• the DoS attacks starts at the time of 300 000 seconds,
• the attack is carried out at the intensity of 90% (some

tests also with the intensity of 50%),
• the default TTL value is 600 seconds (10 minutes),
• the TTL value during a detected DoS attack is 7200

seconds (2 hours), and
• the average time (from exponential distribution) between

consecutive DNS lookups from a single client group is
either 120 or 7200 seconds (inter-arrival time).

All simulation results are calculated from the DNS traffic
from any client group (1–200) to subdomain 1, because only
subdomain 1 is the target for a DoS attack.

In the simulations it is expected that the DoS attack is de-
tected at the same time when the attack begins (detection is not
the subject of this paper). In practice, however, there is always
some delay associated with the attack detection. The dynamic
TTL mechanism cannot increase the DNS performance until
a DoS attack against the name servers is detected and the new
TTL values have reached the local name servers.

A. The Delay of Successful DNS Lookups

The average DNS lookup delay is shown in Fig. 3. The
X-axis indicates the time in seconds when a DNS lookup
was initiated. The Y-axis indicates the delay of DNS lookups
averaged over 10 000 second intervals. This figure shows the
average delay when the dynamic TTL mechanism is used to
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protect the subdomain 1 (TTL = 600/7200)and when this
mechanism is not used (TTL = 600). The results are shown
for inter-arrival values of 7200 seconds (thick lines) and 120
seconds (thin lines).
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Fig. 3. The delay of successful DNS lookups averaged over 10 000 second
intervals.

If the inter-arrival time is 120 seconds, the average delay
is reduced almost 90% from 1.5 seconds to approximately
0.16 seconds. When the inter-arrival time is 7200 seconds, the
average DNS lookup delay is much longer than when inter-
arrival time is 120 seconds. The reason for this is very logical,
because the more DNS lookups there are in a time unit, the
more lookups will result in a cache hit at the local name server.
This pulls down the average lookup delay.

The positive effect of the dynamic TTL mechanism is
visible with both inter-arrival times. This effect is, however,
stronger when inter-arrival time is shorter. The shorter the
inter-arrival time is, the more cache hits will result at the local
name server. If a subdomain is visited very seldom, the cached
A record will time out before the next visit to it.

As expected, the dynamic TTL mechanism provides the
best benefit for those client groups which have many clients
referencing a similar set of popular destinations. This increases
the possibility for a cache hit at the local name server.

Averaging DNS lookup delays over 10 000 second intervals
hides some details of shorter time scale. For this reason the
time range from 290 000 seconds to 350 000 seconds of
Fig. 3 is magnified in Fig. 4 which shows the delay of DNS
lookups averaged over 200 second intervals. Only results for
the inter-arrival time of 120 seconds are shown in this figure.
Figure 4 shows well that all client groups are practically
synchronized due to the short TTL value (600 seconds) after
the DoS attack starts at the time of 300 000 seconds. The client
groups gradually desynchronize due to the randomness in both
the DNS lookup initiation process and the request-response
times. Figure 4 also shows the delay until the dynamic TTL
mechanism begins to enhance the DNS performance after the
attack is detected (the high peak at the time of 300 000
seconds).
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Fig. 4. The delay of successful DNS lookups averaged over 200 second
intervals during the time range from 290 000 to 350 000 seconds.

B. The Percentage of Failed DNS Lookups

The average percentage of failed DNS lookups is shown in
Fig. 5. The X-axis indicates the time in seconds when a DNS
lookup was initiated. The Y-axis indicates the percentage of
failed DNS lookups averaged over 10 000 second intervals.
A DNS lookup fails if it times out completely at a resolver
without an answer. This figure shows the average percentage
of failed DNS lookups when the dynamic TTL mechanism is
used to protect the subdomain 1 (TTL = 600/7200)and when
this mechanism is not used (TTL = 600). The results are shown
for inter-arrival values of 7200 seconds (thick lines) and 120
seconds (thin lines).
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Fig. 5. The percentage of failed DNS lookups averaged over 10 000 second
intervals.

The positive effect of the dynamic TTL mechanism is
visible with both inter-arrival times. The shorter inter-arrival
time (120 seconds) results in more cache hits at the local name
server, which decreases the need to send any DNS requests to
the overloaded name servers. This reduces the average DNS
lookup failure percentage. Increasing the TTL value of A
records from 10 minutes to 2 hours decreases the average
percentage of failed DNS lookups from 16% to less than 3%,
when 90% of the DNS requests are lost due to a DoS attack
(inter-arrival time being 120 seconds).
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C. Cumulative Distribution Functions for the DNS Lookup
Delay

The Cumulative Distribution Functions (CDF) were cal-
culated for several cases with different parameter combi-
nations. The CDF is defined as follows:CDF (X) =
Probability(delay ≤ X). These CDFs are shown in Fig. 6,
where the inter-arrival time is 7200 seconds. Only successful
DNS lookups are included here. Because a resolver will time-
out completely after 15 seconds, the delay for all successful
DNS lookups is less than 15 seconds.
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Fig. 6. The Cumulative Distribution Functions (CDF) for the DNS lookup
delay, when the inter-arrival time of DNS requests at every local DNS server
is 7200 seconds.

As can be seen from the Fig. 6 the dynamic TTL mechanism
results in a better CDF, i.e. the mechanism increases the
probability of low delays, and decreases the probability of
longer delays.

The DNS retransmission policy is visible in these curves.
The local name server will retransmit at times of 2 and 4
seconds. At the time of 5 seconds the resolver will timeout
and retransmit. After that the local name server will again
retransmit with a 2 second interval until the DNS lookup
completely times out at the resolver at the time of 15 seconds.

D. The Effect of the Dynamic TTL Mechanism on the DNS
Performance

The performance of the DNS during a flooding DoS attack
depends on the TTL value. The longer the TTL value, the
better the performance. The DNS performance as the function
of the TTL value during an attack is shown in Fig. 7. The
default TTL is 10 seconds when no DoS attack is present.
The thick lines indicate the average delay of successful DNS
lookups as a function of the TTL (left Y-axis). The thin lines
indicate the percentage of failed DNS lookups as a function
of the TTL (right Y-axis). Inter-arrival times of 120 and
7200 seconds were used in these simulations. The DoS attack
intensity was 90%.

As can be seen from the Fig. 7 the shorter the inter-arrival
time, the higher the performance gain from increasing the
TTL. When the inter-arrival time at client groups is 120
seconds, a 50 second TTL (default TTL multiplied by 5)
will increase the performance by approximately 10% at the
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Fig. 7. The effect of the dynamic TTL mechanism on DNS performance.
Thick lines indicate average delay of successful DNS lookups (left Y-axis).
Thin lines indicate percentage of failed DNS lookups (right Y-axis). Attack
intensity is 90%.

most popular destination domain, and a 400 second TTL
(default TTL multiplied by 40) will increase the performance
by approximately 50%.

DNS-based load balancing depends on a small TTL value
for A records. Even though the dynamic TTL mechanism
requires relatively long TTL values during an attack, this
mechanism can increase the availability of load balanced
services. Without any TTL modification many requests for a
popular service would fail at the DNS lookup phase, and even
a perfect load balancing has no possibility for increasing the
DNS performance. The dynamic TTL mechanism will increase
the availability at the price of less effective load balancing.
This should be seen as a good trade-off. In IPv6 networks
one possibility to solve this problem with DNS-based load
balancing (application-level anycasting) is to use network-level
anycasting [20].

VI. CONCLUSION

The DNS is a necessary prerequisite for accessing prac-
tically any service in the Internet. This makes the DNS an
attractive target for attackers who can, for example, disable
part of the DNS by flooding a set of name servers with valid-
looking but unnecessary DNS requests.

At the moment there are no effective mechanisms to mit-
igate flooding DoS attacks against name servers providing
DNS A records. Existing misconfigurations in most of these
name servers make them even more attractive for attackers.
Root and gTLD name servers, on the other hand, have proved
to be very resistant against these kind of attacks due to
required overprovisioning and good expertise. New defense
mechanisms are thus required especially for name servers
providing DNS A records, i.e. final answers to DNS lookups.

This paper described how dynamic TTL values can be
used to mitigate flooding DoS attacks against name servers
providing DNS A records. When the name servers of a DNS
zone are flooded with unnecessary traffic, increasing the TTL
of address resource records increases the cache hit rate at
legitimate clients and reduces the amount of DNS traffic
against overloaded name servers.
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The simulation results clearly show the benefits of this new
simple mechanism. For example, when the inter-arrival time
of DNS requests is 120 seconds and the attack intensity is
90%, increasing the TTL from 600 seconds to 7200 seconds
during an attack reduces the average DNS lookup delay by
90% from approximately 1.5 seconds to 0.16 seconds. The
average percentage of failed DNS lookups was also reduced
approximately from 16% down to less than 3%. According
to the simulation results the modification of the TTL of A
records is a useful mechanism for mitigating flooding DoS
attacks against the DNS.
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Abstract— TCP servers have typically few resources dedicated
to connection establishments; only a small amount of half–
open connections can be queued. TCP SYN flooding attacks
perform denial of service by exhausting this backlog buffer
capacity. Typical local networks include normal workstations
whose backlog queues are not used as they are not meant
to be servers. Thus, these networks have a pool of available
resources that can be used to release a server from a flood of
TCP connection requests. This paper presents a new firewall–
based defense mechanism that silently distributes the load of TCP
SYN requests amongst several hosts when a server is overloaded.
A prototype implementation showed the viability of this end–
system defense approach as long as the bandwidth capacity of
the network links is not the bottleneck resource. This method can
be easily implemented and a prototype showed that 3 computers
can withstand a 280 kb/s (650 messages/s) TCP SYN flooding
attack.

Index Terms— Denial of Service, TCP SYN flooding, firewall,
Network Address Translation, Connection Request Distribution.

I. INTRODUCTION

In spite of its oldness, the TCP SYN flooding technique [1]
is still one of the most common methods to perform Denial of
Service (DoS) attacks [2]. Well-known DoS attack tools such
as TFN [3] [4], TFN2k [5], Stacheldraht [6], and also viruses
or worms like W32/Blaster [7] include this functionality.
Several mechanisms have been proposed to cope with that
problem but no complete solution still exists. Some issues
are directly related to the place of the defense mechanisms
on the attack path: the closer to the attack sources they are,
the more false–positives they trigger. In return, the closer
to the target, the less able to cope with flooding they are.
However, when bottleneck links are not overloaded, end–
system defenses can be the most effective and reliable. [1]
presents such methods, including firewall based proposals like
the one described hereafter.

This paper proposes a new approach that aims to distribute
the TCP connection establishment load amongst several hosts
in a local network. The mechanism is managed by a firewall
that forwards and redirects messages so that connection re-
quests are always sent to an host which has available resources.
First, every connection request is normally forwarded to the
server. When an attack occurs and the server’s backlog queue

gets full, the firewall uses the Network Address Port Transla-
tion (NAPT) method to redirect the TCP SYN requests towards
one or several another host in the local network, which we will
call relays. When a connection is established with a relay, the
firewall moves it to the real server so that the legitimate client
and the server can communicate normally.

In the next section, overall information about DoS attacks,
the TCP SYN flooding mechanism, and NAPT is provided.
Then, two firewall–based defense mechanisms closely related
to the proposal in this study are presented. Following is the
description of the proposal itself with particular attention on
its critical issues. This proposal has been implemented and
tested in a Linux environment. The results are provided in the
last but one section before concluding this paper.

II. BACKGROUND

A. Denial of Service attacks

DoS attacks aim to deny legitimate users the access to a
service. A famous example is the wave of attacks in the early
February 2000, when the websites of Amazon, CNN, eBay,
Yahoo!, etc. were unreachable during several hours [8]. More
recently, the SCO Group, Inc. has suffered a distributed DoS
attack against its website from 1st to 12th of February 2004,
rendering it inaccessible. To maintain the website accessibility,
the company chose to change the address and to remove the
original one from the DNS databases.

DoS attacks can be separated into two different categories.
Logic attacks rely on intelligent exploitations of software
vulnerabilities. Flooding attacks aim to exhaust a resource
such as link bandwidth, processing power, disk space, etc.
This second category includes the TCP SYN flooding attack,
described in detail in [1]. The TCP SYN flooding was the
relying technique used in the attacks mentioned above. The
W32/Novarg.A virus (also called Mydoom) [9], which was
used in the attack against SCO illustrates that this method is
still used and very effective. From now on, we will concentrate
on that particular kind of attack.

B. Defense methods

To defend against TCP SYN flooding attacks, general
methods against DoS attacks and also several specific methods
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can be used. Specific methods aim to improve the attack re-
sistance or the reliability of the TCP connection establishment
mechanism. Such methods include an optimization of servers’
resources, the use of firewalls [1], active monitors [1], puzzle
auctions [10], and so on. Some other defense mechanisms
like blocking or several systems based on rate–limiting [11]
[12] [13], aim to disrupt the flooding itself and can generally
be applied to mitigate other flooding attacks. Usually, these
methods also rely on traffic identification and selection, for
the purpose of which Intrusion Detection Systems (IDS) are
often used. Defense techniques also differ by their places on
the attack path. While the first quoted ones are implemented
on the target side, anti–flooding methods gain in being applied
as close as possible to the attack sources. For that reason, a
lot of recent work has focused on mechanisms that are able to
trace attacks back to their sources [12], [14], [15], [16], [17],
[18], [19], [20], [21].

All of these proposals have their own advantages and
drawbacks. The closer to the target, the better the reliability
of attack detection usually is. Traceback and rate–limiting
techniques are commonly based on statistical analyses, which
are liable to false–positives. Thus, legitimate users can be
denied services because of these methods. On the other hand,
when the defense is implemented close to the target, it cannot
defend against every DoS attack. It is particularly useless
against any high–bandwidth flooding attack since it cannot
avoid the overload in upstream links. However, if waste
of resources is not considered, it is worth noticing that an
attack should not be mitigated in the upstream nodes if the
target can handle it without problem. Otherwise, the defense
mechanisms would risk denying services to some legitimate
users without compensating with positive effects. Therefore,
reliable and effective end–target defense methods are still
useful, or even necessary. Moreover, it has been shown in [2]
that more than 90% of the attacks on the Internet during a three
week period in the beginning of year 2001 were TCP based
and most probably used the TCP SYN mechanism. We can
further deduce from the results in [2] that around 80% of the
attacks used less than 2000 packets per second. Considering
a TCP message size of 54 bytes (a TCP SYN message witout
options), a bottleneck link of 1Mb/s requires 2315 messages to
be overwhelmed. Thus, a reliable end–target defense method
can be expected to be more effective and trigger less undue
damage to legitimate users in a good proportion of attacks.
However this proportion cannot be reliably deduced from
[2]. For example, attack bandwidths may be adapted to the
capacities of the targets’ connections to the Internet. Moreover,
since 2001, the substructures of the Internet has continued
to grow worldwide in size and also in bandwidth capacity.
Although the data given in [2] may be outdated, we can only
refer to them as more recent measurements on the Internet
DoS activity have not been published.

C. Network Address Port Translation

The security mechanism described in this paper is meant
to be used in a local network, protected by a firewall from

the public network. Indeed, the method relies on the Network
Address Translation (NAT) principle, whose first description
was published in [22]. It enables assigning freely IP addresses
inside a local network. When a host wants to communicate
outside the local network, its address is mapped into another
one, which is globally unique on the outer network (the
Internet, for example). The Network Address Port Translation
(NAPT) [23] extended the number of possible mappings by
using the {IP address, TCP/UDP port} pair instead of the
single IP address.

The application areas of NAT, NAPT, and the various
variants on the method [24] overtook the original goals, which
was to provide a short term solution to the shortage of IPv4
addresses. Particularly, applications in security and network
administration were quickly understood [25].

III. RELATED WORK

Firewall–based defenses against TCP SYN flooding have
already been proposed. In addition to a precise analysis of
the TCP SYN flooding attack, [1] proposes several defense
methods against it, including two firewall–based approaches.

A. Firewall as a relay

The first of these two proposals uses a firewall as a relay.
The firewall is located at the interface between the local and
the public network. When a TCP SYN request from the public
network is sent to a local host, the firewall answers on its
behalf. If the final TCP ACK message of the three-way hand-
shake never arrives, the firewall terminates the connection. On
the contrary, if the three-way handshake proceeds correctly, the
firewall creates a second connection between itself and the true
destination so that the communication path is completed. After
that, the firewall acts as a proxy, forwarding the datagrams
and translating the sequence numbers between the two ends
of the connection. This method avoids that the destination
host receives any spoofed TCP message. However, as reported
in the same paper [1], this mechanism works only if the
firewall is not itself vulnerable to TCP SYN flooding attacks.
Indeed, the resource allocation issue is simply moved from
the server to the firewall. Moreover, this method adds delay to
every legitimate connection. Finally, the timeout period must
be carefully selected; otherwise legitimate hosts with long
response times may not be able to establish TCP connections.

B. Firewall as a semi–transparent gateway

The second firewall–based proposal in [1] uses a firewall as
a semi–transparent gateway. In this case, the firewall monitors
and reacts to the traffic exchanged between a local network and
a public network. Unlike in the previous method, the TCP SYN
and TCP ACK messages go through the firewall. However,
when an internal host generates a TCP SYN+ACK message,
the firewall establishes the connection with the local host by
sending a TCP ACK message to it. This operation aims to
free the resources allocated for the half–open connection in
the local host’s backlog queue. Once in this situation, two
cases can occur. Firstly, the TCP SYN message can be part

126 NORDSEC 2004



Client

Firewall

Server Host 1 Host 2 Host 3

Public network

Server Host 1 Host 2 Host 3

Firewall

Client

Public network

Fig. 1. Typical network environments of the proposal.

of an attack. Then, no TCP ACK message is generated by the
source host and after a defined length of time the firewall
sends a TCP RST message to terminate the connection at
the local host side. Secondly, the TCP SYN message can be
issued by a legitimate station, which finishes the three-way
handshake by sending a TCP ACK message. This second TCP
ACK message reaches normally the internal host and it does
not create any problem since the TCP protocol is designed
to cope with duplicate messages. Thus, the second TCP ACK
message is silently discarded and the connection can continue
without any additional operations from the firewall. As also
explained in [1], this method does not create additional delays.
However it transforms half–open connections into illegitimate
open connections. As the resource limit on open connections
(mainly processing power and memory) is much higher than
the resource limit on half–open connections, this mechanism
is both the main advantage and the main drawback of the
proposal. Also, for the same reasons than in the previous
method, the timeout length has to be carefully selected.

IV. FIREWALL AS A CONNECTION REQUEST DISTRIBUTOR

A. Description of the defense mechanism

The goal of a TCP SYN flooding attack is to fill the victim’s
backlog queue with pending half–open connection. In many
real-life environments, the target is typically part of a local
network or it can be placed in a different but adjacent local
network. These cases, represented in Fig. 1, are commonly
found in small and medium–size companies. Most of the hosts
in such local networks are normal workstations which are
used, for example, for office work. Thus, they seldom use their
resources to accept TCP connections as they are not configured
to provide TCP services. These workstations form a pool of
available resources that can be used to release an overloaded
server of TCP connection establishments. In that way, there
can most probably be enough resources to handle any flood
of TCP SYN requests as long as network link capacity is not
the bottleneck resource.

The defense mechanism relies on using a firewall that
performs NAPT [23]. The transport layer information must be
accessible as actions are taken according to the establishment
status of connections. When a client wishes to connect to the
server from the public network, it uses the IP address of the
firewall or directly the address of the website if its publicly
available (when it is separated from the rest of the network
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Fig. 2. Sequence chart of a legitimate client connection when redirected to
a relay host.

like the case on the right in Fig. 1). None of the hosts involved
in the process (server, local hosts, remote client) need to be
aware of the presence of the firewall. Thus, the actions of the
firewall are transparent for all of the parties. At this point, two
cases are possible:

• The server is not under attack.
The firewall directs the client’s messages to the server,
possibly performing usual NAPT operations, which im-
prove the security of the local networks (by hiding local
addresses to the hosts in the public network).

• The server is under attack and its queue of half–open
connections is nearly full.
The firewall fairly redirects the TCP SYN requests on
a few hosts in the local network, which we will call
relays. Relays are only used to establish TCP connections
and every successful connection is moved back to the
server. The relays only need an available port on which
the TCP three–way handshakes can be performed; it does
not even need to accept any data. The proceeding of the
operations is depicted in the sequence chart of the Fig.
2. The firewall is used as a man–in–the–middle to act in
behalf of the client. For that purpose, it must record some
client data when tracking the connection so that it is able
to forge messages to establish a connection with the real
server. The firewall does not have direct knowledge of
the relay’s resource statuses, it only deduces them thanks
to pre–configured parameters and calculations.

B. Critiques

This proposal addresses the drawbacks of the two firewall-
based systems proposed in [1]. Here, the firewall is not
vulnerable to TCP SYN flooding as it does not manage
the connections itself but it only forwards the packets. The
end hosts of a TCP connection need to allocate several data
structures such as the socket structure and the TCP and
IP control block structures in BSD style network code [1].
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These structures include data and buffers which are used for
sending and receiving; operations which are not performed
by the firewall in the connection request distribution (CRD)
scheme. In that case, the firewall uses only a limited amount of
resources; mainly to store the critical data it needs to monitor
connections. The firewall will only allocate the data structures
used in TCP connections when forging packets. This case only
happens when a legitimate connection is established with a
relay. Four messages are forged (see Fig. 2), then the data
structures are released.

Moreover, as long as the server is not under attack, legiti-
mate connections do not suffer from additional delay. Extra-
delay only occurs during the connection establishment when
an attack is in progress. Compared to the second proposal
in [1], there is no illegitimate connections that are created.
Finally, in the firewall as a CRD system, there is more liberty
in choosing the TCP timeout period as the mechanism does
not only rely on the resources of one but of several stations.

Compared to other defense mechanisms like the ones ref-
erenced in the second section, this defense system ensures
that none of the legitimate connection requests is dropped.
Moreover, using NAPT enables hiding the infrastructure of
the local network. Thus, there is no risk that an attacker learns
about the local hosts, they cannot be distinguished from the
server. The firewall as a CRD system is also a transparent
mechanism for all clients in the public network and servers
and hosts in the local network. Thus, this proposal can be
easily implemented; it only requires modifying the firewall
software. As only the TCP three-way handshake is allowed
with the local hosts, the CRD system cannot be abused to
attack them, except when exploiting a faulty implementation
of the TCP protocol.

This defense mechanism has also its own drawbacks. It
does not avoid the illegal consumptions of certain resources:
link bandwidth, TCP ports as NATP identifies the different
connections thanks to the {IP address, TCP port number}
pairs and memory to store the data required to track con-
nections. However, the availability of these resources exceed
the consumption capabilities of the attacker inside the local
network. In the case of a successful connection establishment,
the systems generates 4 additional messages compared to a
direct connection with the server. However this network load
is negligible compared to the load triggered by the flooding
attack. Finally, this solution relies on several programs that are
not free from bugs and security vulnerabilities (e.g. [26]).

C. Critical issues

1) Counting the number of half–open connections: In order
to control the distribution of the TCP connection requests,
the firewall has to know the state of the half–open queues
in the server and in the relays. These calculations are critical
because the system can fail to detect the TCP request flooding
if deduction is not properly done or if an attacker can deceive
it. However, there is no need to involve the local hosts in
the process as long as the firewall knows the TCP timeout
length of the stations (but no synchronization is needed)

and the maximum number of half–open connection they can
handle. Then, the amount of pending half–connection can be
calculated considering that:

• Each new TCP connection attempt is considered as being
one more half–open connection.

• Each TCP connection reaching the established state (a
correct TCP SYN ACK message has been received)
decreases the number of half–open connections by one.

• Each connection expiring without having reached the
established state decreases the number of half–open con-
nections by one.

2) Translating the Server’s Send Sequence numbers: When
establishing a connection with a relay, the client receives from
it a certain Initial Send Sequence (ISS) number value. This
value is critical for both parties to communicate correctly.
However, when the connection is moved to the server, a new
ISS number is generated (and blocked at the firewall, see Fig.
2). The server expects the client to use this new number while
the client expects the server to use the ISS it received. In
order to reconcile these two requirements, the firewall must
calculate the gap between the two sequence numbers and
then it has to keep on translating the sequence number values
between the two hosts. Note that the client’s ISS does not
need to be translated as the firewall can correctly replay it
when establishing the connection to the server.

The same issue also applies to a few other options. The se-
lective acknowledgement option is directly linked to sequence
numbers and must be changed accordingly. The timestamp
option works in a fashion similar to the sequence numbers
and also requires translating the server’s values.

3) Storing data: When tracking the connections, the fire-
wall must be aware about the IP addresses and TCP ports
involved. It requires also additional data as connections es-
tablished with relays must be moved to the real server. To
forge the necessary messages, it must know the three different
ISSs, the TCP and IP flags (such as no fragmentation, explicit
congestion notification) and the possible optional fields like
TCP timestamps.

The firewall must also store any data packet coming from
the client while the connection is not yet established with
the server. This issue does not require much resources: only
one packet may be sent along with the SYN ACK packet
and the memory will be released quickly as the connection is
legitimate.

V. IMPLEMENTATION AND NETWORK ENVIRONMENT

A. Implementing the defense mechanism

The test implementation was carried out using the code
of the netfilter/iptables open source project [27]. It was
implemented on a Linux kernel version 2.4.23, to which
was added a patch provided on the netfilter/iptable project
website. The netfilter firewall is divided into two parts: a
user level application, which simply allows users to provide
configuration data, and several kernel modules, which perform
the firewall and NAPT operations. Additions to both of these
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parts were necessary to implement the connection request
distributor.

B. Configuring the Linux server and hosts

To implement the defense system, the first step is to
optimize the resources of the server and hosts, so that they
can handle the highest possible load of TCP SYN requests
by themselves. Using a Linux OS, the behaviour of the TCP
protocol can be customized by modifying the files located in
the /proc/sys/net/ipv4/ and /proc/sys/net/core directories. (Old
versions of the Linux kernel may require to change directly all
or part of these variables in the kernel code sources.) Several
guides, like [28] and [29], indicate how to set the values
contained in these files. A simple way to make the changes
is to use the sysctl utility. The following parameters are of
particular interest:

The tcp max syn backlog file indicates the maximum num-
ber of TCP SYN requests that can be stored in the backlog
queue. The default value is dependent on the host’s memory
but it can be extended. However this value will be practically
limited by the host’s resource capacities.

The tcp synack retries contains a figure that corresponds to
the maximum number of TCP SYN ACK messages that a
destination host will send before closing the connection when
the source host is not responding. With the default value,
which is 5, the timeout occurs after 3 minutes. To cope with
TCP SYN flooding attacks, it is recommended to leave only 1
retransmission so that the connection timeouts after 9 seconds
without receiving an ACK message.

Finally, the memory allocated to TCP reception buffers can
be increased by changing the default values in the following
files: core/rmem max, core/rmem default, ipv4/tcp rmem. The
whole memory allocated to TCP can also be increased in
ipv4/tcp mem.

C. The test network environment

The performances of the whole CRD system depend on
the performances of each station involved in the process. TCP
performances depend on both software and hardware thus they
vary from host to host. In that regard, the tests were affected by
a low–performance environment. The prototype was tested on
a network made up of Linux PCs with 2.4.20-2.4.23 kernels,
100 to 400 MHz processors, less than 100 MB of memory
except one host which had 256 MB. Figure 3 shows the overall
arrangement of the hosts. The network links are 100 Mb/s
ethernet.

The SYN flooding attacks were carried out by a kernel-level
program and targeted an HTTP server. The experimentations
were successfully conducted using different port numbers on
the relays (21 (FTP), 22 (SSH), 23 (telnet), 80 (HTTP)...)
to ensure that the system was not dependent on a particular
service. By experimenting, it was found that the server and
one relay could handle up to 1537 SYN requests at the same
time while the best relay could handle twice that amount.

Firewall

Server Relay 1 Relay 2 Relay 3

AttackerClient

Fig. 3. The test network. The path of the TCP SYN flow is emphasized.

VI. TESTS AND ANALYSES

A. Overall performances of the CRD system

The main test was to determine the maximum attack band-
width that the CRD system could handle. In order to find that
limit, the flooding program was used with different sending
rates during time intervals up to 10 minutes. In theory, the
target and the two relays could handle up to 682 messages
per second (almost 295kb/s). This rate is much less than what
the network links and the network cards could stand. Thus, the
TCP implementations on the different hosts, not the physical
network, were the bottleneck. In practice, the experiments
show that the CRD system could withstand a maximum of
650 messages per second (280kb/s) without a message being
lost nor a legitimate connection failing.

The difference between practice and theory is due to the
firewall’s calculations. Regarding the target’s and the relays’
queue statuses, there was always a gap between reality and
the estimations of the firewall. Minimizing this gap was one
important issue to reach the 650 message per second limit.

It is worth noticing that the best relay was enduring half
of the connection request load (140kb/s). 8 hosts like this one
could withstand more than 1 Mb/s of TCP SYN flooding (1,12
Mb/s). Moreover, one should remember that the hardware
equipments used for the tests do not reflect today’s computers’
capabilities. Using modern equipments can certainly lead to
better results, but this could not be tested here.

B. Performances from the user point of view.

From the user point of view, this method produces nearly
perfect results, only limited by the scope of the mechanism:
low-bandwidth attacks. In case the server is not overwhelmed
by connection requests, the user will connect directly to the
server without performance degradation. On the other hand,
while the server is flooded, a small delay happens: the length
of time required to move the established connection from
a relay to the server. Considering that the server and the
relays are very close, probably on the same local network,
this additional delay is very small when comparing to delays
experienced in the public Internet, for example. In the tests
described above, an average of 1.26 ms additional delay was
measured for each connection which was first established with
a relay while the system was under attack.
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VII. CONCLUSION

This paper introduced a new end-system mechanism to
defend a server against TCP SYN flooding attacks. The
connection request distribution system uses a transport level
packet based firewall to distribute the load of TCP SYN
requests between several hosts. When a connection is estab-
lished with a relay (the connection is legitimate), it is moved
back to the real server. This method does not require special
resources and it is also easy to implement (as an additional
feature to existing firewall software), deploy and configure.
A Linux–based prototype system showed the viability of the
mechanism. Tests showed that a three-computer network could
withstand 280 kb/s of TCP SYN flooding. The prototype
should now being further developed and optimized to create
a safely deployable system whose performances should easily
approach theoretical bounds. The implementation flaws should
be corrected and the design should be improved to cope
with the complexity of real life environments (where potential
relays are not always up and running, for example). This paper
does not investigate all the performance aspects of the system.
More tests could be performed with an improved version of
the prototype and a network environment reflecting modern
equipment capabilities. Particularly, performance issues in the
firewall and the relays should be addressed. Finally, this paper
introduced the idea of a distributed defense to address a
particular issue: the TCP SYN flooding. The method may suit
similar issues for other protocols.
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